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Abstract
We applied a hybrid stochastic-deterministic method to simulate the strong ground motion characteristics associated with the September 26, 1997 Umbria-Marche main shocks. One hundred different rupture processes on previously inferred fault planes were simulated. The maps of computed PGA (mean values from 100 simulations) show a SE alignment for the 00:33 event and a NW alignment for the 09:40 event, in accordance with the macroseismic data. Moreover, we found a good agreement between the predicted Jo interval for the PGA values and the data recorded at several accelerometric stations. As a further test, we computed the response spectra at the station Cerreto di Spoleto and found a satisfactory agreement with the synthetic results.
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1. Introduction
The predictive estimate of strong motion parameters (Peak Ground Acceleration/Velocity, PGA and PGV, and spectral ordinates) of engineering interest provides a quantitative characterization of seismic hazard in an active seismic area. Seismic hazard is generally estimated by using probabilistic description of seismicity and empirical relationships between magnitude and PGA as a function of epicentral distance. Most of these relations take into account only the average characteristics of the earthquake source processes and seismic wave propagation. They generally give satisfactory estimates for sufficiently large source-to-receiver distances although recent updated databases can be used to predict strong motion parameters at smaller distances (Abrahamson and Shedlock, 1997; Boore et al., 1997). In the near source range (distance between source and receivers comparable with the fault dimensions) the details of rupture process may largely influence the high frequency seismic radiation. Moreover, the heterogeneous final slip and rupture velocity distributions on the fault plane are rather complex, as seen from near source strong motion data (Hartzell and Heaton, 1983; Heaton, 1990). The complexity of the rupture process can be related to the variable rock strength and/or applied stress field along the faulting surface.

Recent paleoseismic evidence of the occurrence of repeated rupture episodes along the same fault (or fault system) suggests that some characteristics like fault geometry, the source mechanism and the average slip, depend on the direction and intensity of regional stress field and can be reasonably considered constant at a
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large time scale. This idea is supported by several paleoseismic studies of active faults in different tectonic environments (e.g., Pantosti and Valensise, 1990; Pantosti et al., 1993; Meghraoui et al., 2000). However, numerical simulations of the fracture development suggest that the fracture process may not repeat the same style of nucleation, propagation and arrest in successive rupture events along a given fault (Rice, 1993; Nielsen et al., 1995; Cochard and Madariaga, 1996; Nielsen et al., 2000).

Several authors have proposed different methods for simulating the seismic radiation associated with the rupture process along extended faults (Beroza and Spudich, 1988; Gariel and Campillo, 1989; Fäh and Sohald, 1994; Cotton and Campillo, 1995). We applied the method proposed by Zollo et al. (1997) for evaluating the strong motion parameters. It is a hybrid stochastic-deterministic method based on the massive computation of synthetic seismograms produced by a large number of different rupture processes occurring on a given fault. Each rupture process is simulated by adopting a kinematic description of the source and applying the self-similar k-square model (Herrero and Bernard, 1994) to distribute the final slip on the fault. Assuming a uniform rupture velocity, each rupture history is built from a heterogeneous final slip distribution and a random rupture nucleation point on the fault. Considering that the source effects are dominant at near source distances, the variability of synthetic strong motion records should account for the a priori unknown rupture complexity. The range of expected variation of typical strong motion parameters (PGA, PGV and spectral ordinates) for a given fault (or fault system) can therefore be estimated. This method has been previously applied to retrieve the expected PGA produced by a hypothetical \( M = 7 \) earthquake occurring on the Ibleo-Maltese fault system in South-Eastern Sicily (Zollo et al., 1999a). The accuracy of the method was tested by comparing the predictive estimates with the empirical PGA attenuation curves (Sabatini and Puglise, 1987). In this paper, we compare the accelerometric data recorded during the main shocks of the 1997 Umbria-Marche (Central Italy) seismic sequence with the synthetic estimates to verify the predictive method. The two main seismic events that occurred on September 26, 1997 (00:33 GMT, \( M_s = 5.7 \) and 09:40 GMT, \( M_s = 6.0 \)) were recorded at several three-components accelerometric stations in the near source range. Table I lists the PGA values for the receivers considered in this study.

2. Modeling the ground acceleration field

The high frequency seismic radiation is controlled by the complexity and heterogeneity of the rupture process on the fault (Heaton, 1990;
Anderson, 1991) in the near source distance range. The complexity of the faulting process largely characterizes the nature of the signal, when the site effects can be considered weak or negligible. When the dominant wavelengths are shorter than the minimum source-to-receiver distance, it is possible to consider the asymptotic solution of the wave equation as a good approximation of the near source wave field (Bernard and Madariaga, 1984; Farra et al., 1986). The ground acceleration at the Earth surface associated with the wave phase \( e \) radiated by an extended fault \( \Sigma \) is given by the representation integral (Aki and Richards, 1980)

\[
\ddot{u}_x(r, t) = \frac{\partial^2}{\partial t^2} \int_{\Sigma} G_x^{SS}(r, r_n; t, 0) \cdot \Delta \dot{\mu}(r_n; t - T_e) d\Sigma
\]

(2.1)

where \( r \) and \( r_n \) are, respectively, the positions of the source and of the elementary fault of area \( d\Sigma \). \( \Delta \dot{\mu} \) is the slip velocity function, \( T_e \) is the travel time and \( G_x^{SS} \) is the asymptotic Green’s function. Following the approach of Farra et al. (1986), the Green’s function for a direct body wave in a 1D elastic medium can be expressed as

\[
G_x^{SS} = \frac{\mu_0}{4\pi \rho c^2} \Re \left[ \frac{e^{-ikr}}{r} \right] \delta(t - T_e)
\]

(2.2)

where \( \mu_0 \), \( \rho \) and \( c \) are, respectively, the shear modulus, the density and the wave velocity (the suffix 0 means evaluated at the source). \( J \) represents the geometrical spreading factor, \( F \) is the double-couple radiation pattern coefficient and \( \Pi \) contains the product of all the complex wave transmission coefficients at the different interfaces of the layered medium. In order to take into account of the anelasticity of the Earth, each Green’s function is convolved with Aki’s attenuation function (Aki and Richards, 1980) parametrized by a constant quality factor \( Q_v \).

The slip velocity function in eq. (2.1) is approximated by a box-car function

\[
\Delta \dot{\mu}(r_n; t) = \begin{cases}
\frac{D(r_n)}{\tau(r_n)} & \text{for } T_b(r_n) < t < T_b(r_n) + \tau(r_n) \\
0 & \text{elsewhere}
\end{cases}
\]

(2.3)

where \( T_b(r_n) \), \( \tau(r_n) \) and \( D(r_n) \) are, respectively, the rupture time, the rise time and the final slip associated with the fault element whose position is \( r_n \). The representation integral is evaluated numerically by discretizing the fault \( \Sigma \) in subfaults and summing up the subfaults contribution.

Under a constant rupture velocity hypothesis, the \( w \)-square behavior of the acceleration spectrum (Aki, 1967) can be related to self-similar slip and stress-drop distributions over the fault which follow a negative power-law of radial wave number \( k \) (Andrews, 1981; Frankel, 1991; Herrero and Bernard, 1994). We adopted the \( k \)-square model (Herrero and Bernard, 1994) for computing the final slip distribution on the fault plane. This distribution is obtained by the 2D inverse Fourier transform of the complex function

\[
\Delta \dot{\mu}(k_x, k_y) = C \frac{1}{1 + \left( \frac{k}{k_c} \right)^2} e^{i\Phi(k_x, k_y)}
\]

(2.4)

where \( k \) is the radial wave number. The cut-off wave number \( k_c \) corresponds to the minimum fault dimension (Herrero and Bernard, 1994) and represents the characteristic dimension of the fault. The dislocation with wave number \( k > k_c \) is supposed incoherent on the fault plane and the phase \( \Phi \) is chosen randomly when \( k > k_c \). The slip distribution is then tapered by using a two-dimensional cosine-taper filter in order to avoid unrealistic sharp slip transition at the fault edges. Finally, the constant \( C \) in the eq. (2.4) is evaluated by normalizing the slip distribution to obtain an \( a \) priori value of seismic moment.
In our simulation method we assume a constant rupture velocity. This means that the far-field radiation is dominated by the slip heterogeneities instead of the irregularities in the rupture front velocity. Our approximation may not be valid for highly discontinuous fracture phenomena but is reasonable when the rupture velocity varies smoothly on the fault.

The chosen rise time value is the cut-off frequency of the low-pass filter applied to the synthetic seismograms. Thus the onset of the slip appears instantaneous at the passage of the rupture front. If the finite rise time was apparent, it would introduce a low-pass filtering effect on synthetics. Moreover, the choice of a negligible value of $\tau$ maximizes the expected amplitude of ground motion in the far-field approximation.

In order to avoid numerical effects due to the fault discretization (e.g., spatial aliasing), a fine fault gridding is needed to simulate synthetics at frequencies up to 20 Hz. Zollo et al. (1997) suggest characteristic subfault dimensions of 20-30 m.

3. Source parameters for the September 26, 1997 Umbria-Marche main shocks

On September 26, 1997 Umbria-Marche region (Central Italy) was struck by two moderate size earthquakes (at 00:33 GMT, $M_s = 5.7$ and at 09:40 GMT, $M_s = 6.0$) which caused a few fatalities and large building damages. The two main shocks were followed by an intense post-seismic activity that lasted several months and was characterized by hundreds of aftershocks, some of them with magnitudes in the range 4.5-5.4. This seismic sequence filled a gap in the area (Amato et al., 1998). The focal mechanisms for the two main shocks, evaluated by Ekström et al. (1998) applying the CMT technique on the long period data, are predominantly normal and the fault planes appear to be oriented in the typical NW-SE Apenninic direction.

Zollo et al. (1999b) and Capuano et al. (2000) used the strong motion data recorded at two near source stations (Assisi and Cerreto di Spoleto, fig. 1) in order to retrieve the source parameters for the two main shocks of the seismic sequence. The acceleration records were integrated and band-pass filtered in the 1-5 Hz frequency range. A first estimate of the apparent source duration at the Assisi station was obtained by applying the Empirical Green Function technique (Hardebeck, 1978). This was possible because the station Assisi recorded a small size foreshock (September 3, 1997, $M_s = 4.5$) located very close to the main shocks and characterized by a similar focal mechanism. The apparent source duration at the station Cerreto di Spoleto was roughly estimated on velocity records by measuring the time window containing the large amplitude S-wave motion. The S-wave polarization directions and the apparent source durations were then used to constrain fault geometry and mechanism for the two seismic events by comparing the observed and synthetic S-vector directions using a trial-and-error search technique. An estimate of the fault dimensions was inferred by plotting the S-wave isochrones on the fault plane (Zollo and Bernard, 1991). The isochrone is defined as

$$t' = T_{sl} + \Delta t'$$

where $T_{sl}$ and $\Delta t'$ are, respectively, the first S arrival time and the apparent source duration at the station $i$. The isochrone delimits the faulting area as seen from the station for a given rupture velocity (see fig. 3 in Zollo et al., 1999b). The best estimate of the rupture area is determined by the intersection on the fault plane of all the isochrones (3.1) computed for all the available stations. The source parameters inferred by Zollo et al. (1999b) and Capuano et al. (2000) are reported in table II. The last step of the analysis consists in the waveform modeling. A trial-and error waveform modeling was applied to 1-5 Hz band pass filtered velocity records. The final slip distributions and the comparison between observed and synthetic velocity records are shown in fig. 1. The source parameters inferred by Zollo et al. (1999b) and Capuano et al. (2000) are well consistent with equivalent models obtained by modeling from SAR interferometry and GPS data (Stramandol et al., 1999).
Fig. 1. Top: sketch of rupture model for the September 26, 1997, 00:33 GMT and 09:40 GMT events. The black dots indicate the position of the rupture nucleation point on the fault plane. Both rupture processes have been modeled using a constant rupture velocity. The heterogeneous final slip distribution for the 09:40 GMT event is shown on the fault plane. The fault parameters are given in Table II. Bottom: comparison between observed and synthetic velocity records at Assisi and Cerreto di Spoleto for the September 26, 1997, 00:33 GMT and 09:40 GMT events. The traces are filtered in the 1-5 Hz frequency band. (Modified from Zollo et al., 1999b).
4. Parameters for the simulation study

A grid of 121 receivers covering an area of 60 km² around the faults was used in our simulation study. The spacing between adjacent stations is 5 km (fig. 2).

One hundred different rupture processes were numerically reproduced for each analyzed event. The fault geometries, mechanisms and average slip were chosen according to the estimate of Zollo et al. (1999b). Each rupture process was characterized by a different final slip distribution (following the k-square model distribution in spectral domain) and by a rupture nucleation point randomly located on the fault plane. The fault planes were discretized by square subfaults with dimension 25 x 25 m². The rupture time of each subfault was computed assuming a constant rupture propagation velocity as reported in table II. The slip rise time was also assumed to be at a constant of 0.05 s for the two simulated events. This value corresponds to the short period limit chosen in our study because

![Fig. 2. Receiver configuration adopted in this simulation study (black circles). The gray rectangles represent the surface projection of the faults while the inverted triangles represent the real station locations with respect to the earthquakes sources.](image)

<table>
<thead>
<tr>
<th>Fault parameter</th>
<th>September 26, 1997 00:33 earthquake</th>
<th>September 26, 1997 09:40 earthquake</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strike</td>
<td>148°</td>
<td>152°</td>
</tr>
<tr>
<td>Dip</td>
<td>36°</td>
<td>38°</td>
</tr>
<tr>
<td>Rake</td>
<td>−106°</td>
<td>−118°</td>
</tr>
<tr>
<td>Length</td>
<td>6 x 10⁶ m</td>
<td>12 x 10⁶ m</td>
</tr>
<tr>
<td>Width</td>
<td>6 x 10⁶ m</td>
<td>7.5 x 10⁶ m</td>
</tr>
<tr>
<td>Bottom depth</td>
<td>7 x 10⁶ m</td>
<td>8 x 10⁶ m</td>
</tr>
<tr>
<td>Seismic moment</td>
<td>4 x 10¹⁰ N·m</td>
<td>9 x 10¹⁰ N·m</td>
</tr>
<tr>
<td>Average stress drop</td>
<td>1.9 MPa</td>
<td>1.5 MPa</td>
</tr>
<tr>
<td>Average final slip</td>
<td>0.38 m</td>
<td>0.37 m</td>
</tr>
<tr>
<td>Rupture velocity</td>
<td>3 x 10² m/s</td>
<td>2.6 x 10² m/s</td>
</tr>
</tbody>
</table>

Table III. Velocity model used in this simulation study (after Ponziani, 1994).

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>( v_1 ) (m/s)</th>
<th>( v_2 ) (m/s)</th>
<th>( \rho ) (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 200</td>
<td>( 2 \times 10^1 )</td>
<td>( 1.1 \times 10^1 )</td>
<td>( 2 \times 10^7 )</td>
</tr>
<tr>
<td>200 – 1.8 x 10⁵</td>
<td>( 4.4 \times 10^1 )</td>
<td>( 2.4 \times 10^1 )</td>
<td>( 2.4 \times 10^7 )</td>
</tr>
<tr>
<td>1.8 x 10⁵ – 8 x 10⁵</td>
<td>( 5.9 \times 10^1 )</td>
<td>( 3.2 \times 10^1 )</td>
<td>( 2.4 \times 10^7 )</td>
</tr>
<tr>
<td>8 x 10⁵ – 15 x 10⁵</td>
<td>( 6.25 \times 10^1 )</td>
<td>( 3.5 \times 10^1 )</td>
<td>( 2.5 \times 10^7 )</td>
</tr>
</tbody>
</table>
we low-pass filtered our synthetics at 20 Hz. The synthetic accelerograms were then computed at the 121 stations for each simulated rupture process.

We only computed the acceleration field associated with the direct S-wave motion, assuming that it largely dominates in amplitude with respect to direct P-waves and converted/reflect- ed waves in the near source distance range. The Green's functions for the direct S wave are computed by asymptotic ray approximation in the flat-layered velocity model proposed by Ponziani (1994) for the investigated area and reported in Table II. A homogeneous $Q_0$ value of 80 was used to compute the attenuation filter.

5. Estimate of strong motion parameters

and comparison with the data

The mean value of PGA and the associated standard deviation of 100 simulations were computed at each receiver. Figures 3 and 5 show the maps of the mean values and the statistical coefficients of variation CoV ($CoV = 100 \frac{\sigma_{PGA}}{<PGA>}$), where $<PGA>$ represents the mean PGA value and $\sigma_{PGA}$ the associated standard deviation) respectively, for the 00:33 GMT and for the 09:40 GMT earthquakes. The maps of mean values show radiation lobes due to the focal mechanisms. However, the map for the 00:33 GMT event shows dominant accelerations in the south-eastern sector while the map for the 09:40 GMT event shows dominant accelerations in the north-western sector. These trends are similar to those observed on the macroseismic fields for the two earthquakes (Tosi et al., 1999) and are mainly related to a combined effect of source radiation pattern and geometry. In other words, there are some regions which could be struck more than others independently of the faulting process.

The interpretation of average PGA maps must be done considering the CoV maps. In fact, the maps of CoV express the normalized range of PGA variation due to the heterogeneity of the rupture process. Regions where CoV is higher suggest that PGA values can vary strongly depending on how the fracture nucle-
ates, develops and stops during the faulting process. The relatively large values obtained for CoV (between 26% and 100%) indicate that PGA is strongly sensitive to source complexity in the near source distance range. In both cases, the CoV values are smaller along the fault strike and in the orthogonal direction due to the dominant effect of source directivity and geometry. In the very near source range, the distance from the fault is the dominant effect on the PGA values with respect to the heterogeneity of the source processes and this explain because in these regions we find smaller values for the CoV coefficient.

We compared the predicted PGA values with the data recorded at several accelerometric sites during the earthquakes. Figure 4 (for the 00:33 GMT event) and 6 (for the 09:40 GMT event) show the comparison between the predicted \([\text{PGA}_{\text{ext}}, \text{PGA}_{\text{max}}]\) ranges with the observed PGA.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{pgas.png}
\caption{Comparison between observed and simulated PGA values for the September 26, 1997, 00:33 GMT event. The simulated mean value ± standard deviation computed from 100 simulations is also shown for each station. In the box in the upper right of the figures «data extent» corresponds to the range between the minimum simulated PGA and the maximum simulated PGA.}
\end{figure}
values. Again, the large range of the theoretical intervals shown in the figures is due to the variability of the simulated rupture processes. However, we find a satisfactory agreement between the predicted 1σ ranges (reported in figs. 4 and 6) and the measured PGA values (listed in table 1). Assuming that our simulation data set is a representative sample of the possible rupture time histories and, as a consequence, our data set of simulated PGA constitutes a representative sample of all possible PGA values, we want to gain some knowledge about the underlying population from which the sample is emanated. In this sense, the sample mean and standard deviation represent estimators of the population mean and standard deviation which are consistent, unbiased and efficient, without making any hypothesis on the population distribution. So, we can conclude that the simulated 1σ intervals give a good estimate of the expected PGA ranges.

Finally, in order to test the spectral characteristics of the seismograms, we computed the response spectra by the Beck and Dowling (1988) algorithm. In fig. 7 we show the results for the Cerreto di Spoleto station. We chose this station because the sensor was located on a rock site and we can reasonably neglect site effects. The predicted ranges both for the pseudo-velocity spectra and the normalized pseudo-acceleration spectra are in satisfactory agreement with the real ones.

6. Conclusions

In this paper we applied the method for simulating the acceleration field proposed by Zollo et al. (1997) using data recorded during the main shocks of the seismic sequence which struck Central Italy in 1997. The method is based on the massive computation of synthetic records produced by a statistically significant number of possible rupture processes occurring on the same fault. The general idea underlying this approach is that, although the dynamic characteristics of the rupture process can change from a seismic event to another, the geometry, the mechanism and the average final slip on a given fault can be considered constant as they.
are likely controlled by large scale tectonic stress. For each simulation, the rupture nucleation point was randomly variable on the entire fault and the final slip distribution on the fault was computed applying the k-square model (Herrero and Bernard, 1994). One hundred simulations were performed for each of the two largest seismic events and the associated synthetic accelerograms were computed at a network of 121 receivers covering an area of 60 km² around the faults. The source parameters used in this work were inferred by Zollo et al. (1999b) and Capuano et al. (2000) who modeled two digital near source strong motion records of the Umbria-Marche main shocks.

The maps of average PGA show radiation lobes associated with the focal mechanism and dominant accelerations located in the south-eastern sector for the 00:33 GMT event and in the north-western sector for the 09:40 GMT event in good agreement with the macroseismic field. The coefficient of variation CoV, which expresses

---

**Fig. 6.** Same as fig. 4 but for the September 26, 1997, 09:40 GMT event.
the variability of estimated peak acceleration caused by the source complexity, is smaller along the approximate directions NW-SE and NE-SW due to the dominant effect of source directivity and geometry. The comparison of observed and synthetic data, both in time and in frequency domains, shows that the predictive method provides a satisfactory estimate of the acceleration field due to the two earthquakes in the near source range where the complexity of the rupture process strongly influences the seismic radiation.
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