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Abstract

A precursory seismic quiescence lasting 1.5 = 0.5 years was observed prior to the 1987 M 6.7 Chiba-toho-oki
earthquake, Central Japan. This event was the largest mainshock to occur in the region in 60 years. A quantitative
analysis of the seismicity rates, using two independent catalogs provided by the NIED and JMA networks, shows
that the precursory seismic quiescence is centered in the shallower part of the rupture zone of the subsequent
mainshock, at a depth of 20-40 km. At the hypocenter of the 1987 Chiba-toho-oki mainshock, a 50% increase in
the seismicity rate was detected in the NIED data, coinciding in time with the onset of quiescence (1986.4 + 0.5).
The simultaneous appearance of both quiescence in the shallow part of the rupture zone observed in two catalogs,
and a rate increase in the immediate hypocenter region, suggest that these phenomena are causally linked to the
subsequent mainshock. However, a quantitative analysis of both catalogs reveals that the precursory quiescence
and rate increase are not unique, since rate changes of this duration and significance often occur in the data. A
rate change of this significance rating could probably not be detected as a precursor in a real time approach. For
the aid of real time monitoring of seismicity rate changes, we introduce the method to calculate the 95-percentile
of confidence level for the significant rate changes.

Key words quiescence — seismicity rate increase — quake) produces numerous aftershocks, but also
quantitative analysis — significance test — the 1987 areas of decreased seismicity rate (e.g., Stein et
Chiba-toho-oki earthquake al., 1992; Dieterich, 1994; Toda et al., 1998).

Triggered seismicity foreshocks and quiescence
are other examples of seismicity rate changes
caused by stress changes. Therefore, seismicity
rates can act as an indirect remote stress sensor
at depth, where no direct measurements exist.
Possible precursory seismicity rate or stress
changes are of great interest for the understand-
ing of rupture mechanics, but are not easily
identified mainly because of the ‘noise’ in seis-
micity catalogs due to frequent man-made chang-

B . ) es in rate. A rigorous statistical analysis of pos-
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1. Introduction

A change in stress within or near a seis-
mogenic volume in the Earth’s crust produces a
change in the rate of micro-earthquakes. After-
shocks are the most obvious phenomena of this
kind: a dislocation step-function (i.e. an earth-
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dental correlation of random or systematic noise
in the data.

There are numerous reports related to both
qualitatively and quantitatively analyzed pre-
cursory seismic quiescence (e.g., Inouye, 1965;
Mogi, 1969, 1985; Yamashina and Inoue, 1979;
Noguchi, 1983; Wyss, 1986; Wyss and Burford,
1987; Kisslinger, 1988; Reasenberg and Mat-
thews, 1988; Wyss and Habermann, 1988; Oga-
ta, 1992; Wiemer and Wyss, 1994; Dieterich
and Okubo, 1996; Wyss et al., 1996, 1997, 1999;
Yoshida et al., 1996; Wyss and Wiemer, 1997).
However, to estimate the usefulness of precur-
sory seismic quiescence for predicting large
earthquakes, more case studies for different tec-
tonic regimes that apply an objective and quan-
titative analysis are needed. Unfortunately, in-
homogeneities in earthquake catalogs, which
are inevitably introduced by changes in the ob-
servational and analyzing system, frequently
produce artificial rate changes (e.g., Habermann,
1987; Wyss, 1991; Eneva er al., 1995; Zuniga
and Wyss, 1995). Therefore, a careful evalua-
tion of the homogeneity of the catalog under
investigation is needed to obtain reliable results.
In this study, we used two independent catalogs,
which cover the Kanto area in Central Japan.
The catalogs are produced by: 1) the Japan
Meteorological Agency (JMA) and 2) the Na-
tional Research Institute for Earth Science and
Disaster Prevention (NIED). Objective and quan-
titative analysis of quiescence requires clearly
defined standards for measuring the rate change
of seismicity and we examined the data with an
‘ZMAP’ computer program (Wiemer and Wyss,
1994; Wyss and Wiemer, 1997) which provides
an effective tool to make such an analysis.

According to the JMA catalog, the 1987
Chiba-toho-oki earthquake (M 6.7) occurred on
December 17 at a depth of 58 km off the east
coast of Chiba Prefecture in the Kanto district,
Central Japan (fig. 1). This earthquake repre-
sents the largest mainshock in this area for the
last 60 years, and is thought to have occurred as
a consequence of the internal deformation of the
Philippine Sea plate. The fault plane strikes in
NNW-SSE direction, dips steeply eastward and
displays almost right-lateral faulting (Okada and
Kasahara, 1990). Odaka and Maeda (1994) an-
alyzed the University and JMA catalogs and
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reported that about one year prior to the occur-
rence of this mainshock, the seismicity rate de-
creased at shallow depths, and increased in the
immediate hypocentral area. However, no quan-
titative analysis was performed in their study
and thus it is not clear if the change in rate of
earthquakes is significant compared to the back-
ground seismicity fluctuations in this area.

The main objectives of our study are to reeval-
uate the rate changes before the 1987 Chiba-
toho-oki earthquake described by Odaka and
Maeda (1994), using both the JMA and NIED
catalogs. This includes a quantitative evaluation
of the significance of the precursory rate chang-
es. In addition, we present results from the anal-
ysis of catalog homogeneity. Finally, we discuss
the implications of our results for future moni-
toring of seismicity rate changes in the Kanto
and other areas.

2. Data

The area investigated is part of the Kanto
district, Central Japan (fig. 1). Seismic monitor-
ing in this densely populated and heavily indus-
trialized region is extensive, and we are in the
fortunate situation of having access to the data
from two seismic networks. We use the two
independently determined hypocenter catalogs
of JIMA and NIED, limited to earthquakes with
depth < 100 km and the period 1979.5-1997.0.
The JMA catalog includes moderate and large
earthquakes that occurred in and around Japan,
and is widely used for analyzing seismicity in
Japan. However, the quality and completeness
level changes considerably as a function of time
and space (Ishikawa, 1987). The NIED catalog
includes smaller events than the JMA catalog in
the Kanto area, because of the greater density of
seismometers of the NIED network (Okada,
1984). Equally important, our preliminary qual-
ity comparison shows that the reporting as a
function of magnitude, time, and space is more
consistent, and hypocenter locations are deter-
mined more accurately in the NIED data than in
the JMA data. Our study of the significance of
the precursory rate changes before the 1987
Chiba-toho-oki earthquake is thus mainly based
on the NIED data.
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Fig. 1. Map of the Kanto region, Central Japan. Epicenters are shown as black dots. The thick line shows the
location of the EW and NS trending, 35 km wide, cross-sections analyzed in figs. 3 and 4. A star marks the
epicenter of the 1987 Chiba-toho-oki earthquake (M 6.7), and aftershacks within a 30-day period are marked as

gray circles.

We exclude events marked as quarry blasts
in the NIED catalog from the analysis, Howev-
er, in some regions many blasts remain in the
data. We test for the presence of quarry blast by
plotiing histograms of the distribution of events
as a function of the hour of the day. Regions
with quarry blasts show an increase in activity
around 12:00 and 18:00 h, Regions not contain-
ing blasts. on the other hand, do not display
these peaks, but show the generally observed
decrease in the number of detected events dur-
ing daytime hours due to the higher seismic
background noise. Blasts are concentrated ai
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shallow depths, but can be detected as deep as
40 km in some regions. Wyss and Wiemer (1997)
decided to exclusively analyze nightlime events
in their analysis of the shallow seismicity in the
Kanto region. However, to maximize the amount
of data available, we use all hours but exclude
the regions containing blasts.

We investigate the lower threshold of the
magnitude of completeness (M ) as a function of
lime for the entire study area outlined in fig. 1.
M_is approximated by computing the point of
maximum curvature of the cumulative frequen-
cy-magnitude distribution. Results of this anal-
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Fig. 2. Magnitude of completeness (M) as a function
of time for the NIED (top) and JMA (bottom) data.

ysis are shown in fig. 2. From these figures, we
determine the minimum usable M. for a homo-
geneous reporting to be M, = 3.0 for the IMA
catalog for the period after 1981, and M_ = 2.2
for the NIED data set after 1979.5. Note that
M_for the NIED data set remains approximately
constant with time, whereas a drop from M_=3
to M_=2.2 is observed in the JIMA data, a result
of frequent network improvements.

To separate the dependent from the inde-
pendent seismicity, aftershock sequences can
either be modeled using the modified Omori
Law or an Epidemic Type Aftershock Sequence
(ETAS) approach (e.g., Ogata, 1992) or removed
by declustering the catalog. The fundamental
philosophy of the two approaches is the same,
but the techniques differ. We chose to declust-
er the catalog, using Reasenberg’s algorithm
(Reasenberg, 1985). The parameter values used
in the declustering algorithm are the original
ones derived by Reasenberg for California
(Reasenberg, 1985). After declustering, we no-
tice that the aftershocks of the 1987 Chiba-
toho-oki event are not entirely removed. This is
commonly observed for large mainshocks with
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an extended rupture area. The increased seis-
micity rate during the aftershock period influ-
ences the calculation of the Z-value because it
changes the mean rate and the variance of the
background seismicity rate. Rather than apply-
ing a more rigid declustering, we decided to
eliminate the entire aftershock period by elimi-
nating the 4.04 years after the mainshock from
our analysis (1987.96-1992.0). We also con-
firmed our results by analyzing pre-mainshock
seismicity and obtained generally comparable
results. The results obtained in this paper are
mostly based on the declustered and time-cut
catalogs, however, we confirm that our results
are independent of the declustering by also eval-
uating the undeclustered, original catalog.

3. Method

The hypothesis we consider is the one for-
mulated by Wyss and Habermann (1988). The
precursory seismic quiescence hypothesis as-
sumes that some mainshocks are preceded by
seismic quiescence, which is a decrease of the
mean seismicity rate, as compared to the pre-
ceding, declustered background rate in the same
crustal volume. The rate decrease, which must
be judged significant by some clearly defined
standard, takes place within part, or all, of the
source volume of the subsequent mainshock. It
extends up to the time of the mainshock, or may
be separated from it by a period of foreshock
activity, and the rate decrease takes place in all
magnitude bands. We also studied the hypothe-
sis that a significant rate increase in the hypo-
central region preceded the 1987 mainshock. To
test this hypothesis, we applied analysis tech-
niques analogous to those used to investigate
rate decreases.

To establish whether the 1987 Chiba-toho-
oki earthquake was preceded by a significant or
even unique precursory seismic rate change we
performed the following analysis steps:

— Compare the background seismicity rate
with the rate in the period before the mainshock.
By using Z-value cross-sections through the 1987
hypocenter, we optimized the rate change and
thus define its characteristics (significance, du-
ration and spatial extent).
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— Compute the likelihood of random occur-
rence of a rate change with the optimized char-
acteristics. This addresses the question of
how likely a rate change with a certain signifi-
cance is to be created by chance in the data
set.

— Using the alarm cube approach, we evalu-
ated how frequently a rate change with the op-
timized characteristics, at least as significant as
the precursory one, occurs in the selected cross-
sections. A significant quiescence would pass
all of the above steps. A unique quiescence
ranks in addition as the highest-ranking quies-
cence in the data. The techniques involved in
each of these steps have been described in length
in a number of publications (Wiemer and Wyss,
1994; Wiemer, 1996; Wyss and Wiemer, 1997,
Wyss et al., 1999) and we will only briefly
summarize them here. A fourth step would be
required to simulate that a rate change could be
detected in real time monitoring. Since the char-
acteristics and location of a future rate change
are unknown, the optimized parameters cannot
be used and consequently one needs to perform
a grid search over the entire parameter space to
identify all alarms above a given significance in
the six-dimensional parameter space (3 in space,
time, N, T ).

We analyzed a 35 km wide, NS and EW
trending cross-section through the 1987 main-
shock hypocenter. Changes in the seismicity
rate were evaluated as a function of time at
every node of a densely spaced two-dimension-
al grid (distance, depth) with 3 x 3 km spacing.
At each node, the data analyzed were the near-
est N events (e.g., N = 100), and a window (e.g.,
T, = 1.5 years) was moved through the time
series, stepping forward by one sampling inter-
val (one month). For each window position, we
calculated the standard deviation Z, generating
the function LTA (7) (Wiemer and Wyss, 1994),
which measures the significance of the differ-
ence between the mean seismicity rate within
the window, R,, and the background rate, R,
here defined as the mean rate outside the win-
dow, but in the same volume. The Z-value was
defined as

Z=(R,—R)/(S,/n, + S,/n)" (3.1
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where S, S,and n, n,are the variances and
numbers of samples, for outside and within the
window, respectively. The resulting three-dimen-
sional (distance, depth, time) matrix of Z-values
constituted the basis of our quantitative analysis
of rate changes.

The radii of the crustal volumes sampled
were variable and inversely related to the local
seismicity rate because we kept N constant to
satisfy assumptions for statistical evaluations.
The Z-maps show the local relative strength of
rate changes at the time of the window position
selected. By definition (eq. (3.1)) a positive
Z-value indicates a decrease in the seismicity
rate, and is mapped in red. In animated time
slices, we viewed Z-maps for all possible win-
dow positions in time, and a summary of all
values of Z above a selected alarm level was
given in the alarm-cube representations of the
results (Wiemer, 1996; Wyss and Wiemer, 1997;
Wyss et al., 1999). Thus, we identified all alarms
above a given significance threshold that may
be present in a data set.

In order to judge the significance of Z-values
calculated for a particular data set, we generated
synthetic Z-value matrices based on a random
selection of samples from the earthquake cata-
log of the cross-section area studied. N events
were extracted from the catalog at random, re-
gardless of location, but retaining the origin
time, and a LTA () function for a given window
length (e.g., T, = 1.5 years) -was calculated.
Repeating this process 1200 times resulted in a
matrix equal in size to the one obtained with the
grid size used in this paper. Such synthetic ma-
trices were calculated 1000 times and the max-
imum Z-value, Z__, was retained each time. The
significance of a Z-value obtained in the analy-
sis of the real data was judged in comparison to
this synthetic Z__ distribution (Wiemer, 1996;

‘max

Wyss et al., 1996).

4. Results

4.1. Seismicity rate changes before the 1987
Chiba-toho-oki earthquake

We computed NS and EW trending Z-value
cross-sections through the hypocenter of the



mainshock (marked in fig, 1), with 35-km width
for both the NIED (M 2 2.2) and JMA (M > 2.5)
catalogs. For the JMA data we used a magni-
tude cut-off lower than M_because magnitude
shifts occur in the data, as discussed below, and
cutting at M_introduces artifacts in the seismic-
ity rates. The width of 35 km was chosen to
contain the aftershocks of the 1987 mainshock.
Hypocenters are plotted in figs. 3 and 4 for the
NIED and JMA data respectively. The after-
shock locations within a 30-day period are
marked in red. The rupture area outlined by the
aftershock activity is located at a depth of 20-50
km and the hypocenter is located at a depth of
47 km (NIED data) and 58 km (JMA data)
respectively. The NIED data set contains a total
of 3912 events in the NS, and 2527 events in the
EW cross-section. Based on these cross-see-
tions (top row figures in figs. 3 and 4), we
compared the seismicity rate in the 1.5 years
prior to the 1987 Chiba-toho-oki earthquake
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(1986.46-1987.96) with the background seis-
micity rate (1979.5-1997.0, but excluding the
periods 1986.46-1987.96 and 1987.96-1992.0).
At each grid-node. the 100 closest earthquakes
were sampled. The average radius of the vol-
umes sampled was 12 km. Both cross-sectionul
Z-value analyses for the NIED data set (bottom
row figures in fig. 3) display high Z-values (red)
5-20 km above the hypocenter, well within the
rupture area outlined by the aftershock loca-
tions. By investigating the change in Z-values
and cumulative number as a function of time,
we estimated that this quiescence appeared 1.5
+ 0.5 years before the mainshock. The highest
Z-value of Z = 6.1 is found in the NS trending
cross-section, the highest Z-value in the EW
cross-section is Z = 5.2. Outside the rupture
zone, Z-values were lower. The hypocenter it-
self displayed a 50% increase in the seismicity
rate, leading to a negative Z-value of Z = - 3.1.
In fig. 5a-c we show LTA (1) and the cumul-

z-value

50 100 150 200 250
Distance in [km]

Fig. 3. Top left EW trending cross-section through the hypocenter of the 1987 Chiba-toho-oki earthquake,
marked by a star. Hypocenters are taken from the NIED data (M = 2.2). The aftershocks of the 1987 mainshock

within 30 days are plotted in red. Borton lefi: spatial distribution of the standard deviate Z, computed for the EW
trending cross-section shown in the top left. The Z-value compares the seismicity rate in the period 1986.46-
1987.96 with the rate in the background period (1981.0-1997.0, but excluding the period 1986.46-1992.0). Positive
Z-values indicate a seismicily rate decrease in the 1.5 years before the 1987 mainshock compared to the background
rate and are shown in red. Sampled are the N = 100 nearest earthquakes to each grid-node. Top right: NS trending
cross-section through the 1987 hypocenter. Bottom right: Spatial distribution of the standard deviate Z, computed
for the NS trending cross-section shown in the top right.
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Fig, 4. The same as fig. 3, but using the IMA data set (M > 2.5), Top left: EW trending cross-section through the
hypocenter of the 1987 Chiba-toho-oki carthquake. Bortam left: Spatial distribution of the standard deviate Z,
computed for the EW trending cross-section shown in the top left. The Z-value compares the seismicity rates
in the period 1986.46-1987.96 with the rate in the background period (1981.0-1997.0, but excluding the
period 1986.46-1992.0). Top right: NS trending cross-section through the 1987 hypocenter. Bottom righi:
spatial distribution of the standard deviate Z, computed for the NS trending cross-section shown in the top
right.

ative number as a function of time for the 4.2, Estimating the likelihood of random
area of strongest rate decrcuse and the hypo- occurrence
center.

The JMA data displayed a somewhat similar We then evaluated the likelihood of a quies-
distribution of Z-values (fig. 4). We used the cence of the maximum significance determined
same window length, T = 1.5 years and N = 100 above (Z = 6.1) and with the optimized charac-
used for the NIED data. The total number of teristics (T = 1.5, N = 100) to occur at random.
events is 1120 and 1366 events in the NS and The analysis technique is outlined in the meth-
EW cross-section, which is reduced by over a od scction. We drew at random 1200 samples of
factor two compared to the NIED data due to the 100 earthquakes cach from the scismicity with-
higher magnitude of completeness of this cata- in the NS cross-section of the NIED and JMA
fog. Consequently, the average radius of the data. For each time series, we computed the
sample volumes (16 km) is larger than those in LTA (1) time series for a window-length 77 = 1.5
the NIED data set. The strongest rate decrease years and retained only the maximum Z-value.
of Z = 4.3 can be identified in the NS cross- We repeated this process 1000 times. and plot-
section above the 1987 muinshock hypocenter. ted the histogram of Z _ values for both the
The increase in the seismicity rate at the hypo- IMA and NIED data set in [ig. 6a.b. The 50-
center location in the 1.5 years prior to the 1987 percentile of this distribution represents the
mainshock cannot be detected clearly in the maximum Z-value we should on average expect
IMA data, because of the generally small number for a particular, three-dimensional (distance,
of events around the hypocenter. Cumulative depth, time) Z-value matrix. For the NIED
number graphs at selected locations are shown data set, we found a 50-percentile value of
in fig. 5d-I. Z,.,.=076.and Z_ (95%) =8.59 (fig. 6a). The
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Fig. Sa-f. Cumulative number of earthquakes as a function of time for selected volumes. The thin line is the
LTA (#) time-series computed for a window-length T, = 1.5 years using earthquakes with M > 2.2 for NIED and
M 22.5 for IMA, unless specified. a) Shallow part of the 1987-rupture area, declustered NIED data (see fig. 3 for
location). The years 1988.0-1992.0 are excluded from the graph. b) Hypocenter area of the 1987 mainshock,
declustered NIED data. The years 1988-1992 are excluded from the graph. c) Shallow part of the 1987-rupture
area, undeclustered NIED data. The solid line shows all magnitudes, the dashed line M = 2.0 only. d) Hypocenter
area, declustered JMA data. e) Shallow part of the 1987-rupture area, declustered JIMA data (see fig. 4 for

location). The years 1988-1992 are excluded from the graph. f) Shallow part of the 1987-rupture area, undeclustered
JMA data.
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Fig. 6a-c. Histograms showing the distribution of the
maximum and minimum Z-values. a) Z__distribution
computed from the NIED data using events within
the NS trending cross-section. The 50, 95, and 99
percentile are given in the figure. b) Z__ distribution
computed from the JMA data using events within
the NS trending cross-section. ¢) Z_, distribution
computed from the NIED data. The 50, 5, and 1

percentile are given in the figure.
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histogram does not represent a simple normal
distribution but shows several distinct peaks
Z,,.=6.2,7.5,9.4). This is a consequence of
the discrete number of events contained within
a quiet period of 1.5 years duration. A quies-
cence period can contain 0, 1, 2, ... events, and
the Z-value varies around the peaks according
to the standard deviation of the remainder of
the time series. For the JMA data we found
Z,..(50%) =8.08 and Z_,_(95%) = 9.9 (fig. 6b),
somewhat higher than in the NIED data. For
both catalogs we found that all of these values
are considerably higher than the observed Z-
values for the precursory quiescence (NIED:
Zw=01IMA:Z =43).

In order to evaluate the significance of the
seismicity rate increase around the hypocenter
of the 1987 mainshock, we also performed a
random minimum Z-value analysis. This analy-
sis was analogous to the analysis for the de-
creased seismicity rate, but instead of retaining
the maximum Z-value for each cumulative
number plot, we retained the minimum Z-value
(fig. 6¢). We only performed this analysis for
the NIED data set. The mean value of this
distribution was Z  (50%) =-5.1 and Z_ (5%) =
=—7.04 (fig. 6¢). These values are significantly
lower than the observed Z-values for the rate
increase around the hypocenter (Z = - 3.1).

4.3. Alarm cube analysis

The alarm cube analysis identifies all Z-val-
ues within the three-dimensional grid (distance,
depth, time) of Z-values that exceed a given
significance threshold Z,__for a particular cross-
section. Thus, we can find all occurrences in
time and space of a quiescence at least as signif-
icant as the precursory quiescence under inves-
tigation. These we call false alarms. We only
performed this analysis for quiescences, because,
as shown in the above analysis, the rate increase
detected before the mainshock is not significant
and would produce a lot of false alarms. We
used the same optimized values (N = 100 and
T, = 1.5 years) derived from the aforementioned
analysis. The top row in fig. 7 shows the alarm
cube for the NS cross-section at an alarm thresh-
oldofZ, =6.1forthe NIED dataand Z, =4.3

alarm ‘alarm
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Fig. 7. Top: alarm cube for the NIED data (left) and the IMA data (right). A circle marks instance in space
(distance versus depth) and time when the z-value exceeds the threshold value of Z = 6.1 (NIED)andZ, =4.3
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(JMA). The Z-values are computed for a window length of T, = 1.5 years and a sampling radius corresponding to
N =100 earthquakes. Middle: the ratio V,, / V. plotted as a function of alarm threshold Z. for the NIED data
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(left) and IMA data (right). Bottom: number of alarm groups as a function of Z
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for the JMA data. Several alarms besides the
precursory one can be identified, particularly in
the JMA data. The ratio of the space-time vol-
ume covered by alarms to the total space-time
volume for the investigated cross-section area
and the number of alarm groups as a function
of Z,.. are plotted in the middle and bottom
row of fig. 7, respectively. We concluded from
these figures that in the NIED data (left column
fig. 7) 75% (3 of 4) of the alarm-groups with a
significance equal to or larger than the observed
value of Z = 6.1 are false alarms and the com-
bined alarm volume occupies 1% of the total
investigated volume. For the JMA data (right
column in fig. 7), 83% (5 of 6) of alarm-groups
ranking equally or higher in significance than
the precursory alarm are false alarms, and the
combined alarm volume occupies more than
10% of the total investigated space-time volume.

5. Discussion

The seismicity rate in the 1.5 + 0.5 years
before the 1987 Chiba-toho-oki earthquake,
Central Japan, is reduced compared to the back-
ground rate within the shallow part of the rup-
ture zone of the mainshock. This decrease can
be confirmed in two independently compiled
earthquake catalogs (NIED and JMA, figs. 3
and 4). Our quantitative analysis is in agreement
with the earlier study by Odaka and Maeda
(1994) who described a precursory quiescence
of 1-year duration based on a qualitative analy-
sis of the JMA and University network data.
The quiescence shows up more clearly in the
higher quality and larger quantity NIED data set
(e.g., fig. 5a,c). However, the quantitative anal-
ysis of the seismicity in the Kanto region re-
veals that the quiescence is neither unique nor
highly unlikely to be created by chance (figs.
6a,b and 7). The quiescence is surpassed in
significance by several other quiescences with-
in the same cross-section that are not precursors
to subsequent mainshocks. The spatial and tem-
poral correlation of the quiescence and the main-
shock rupture area, as well as the fact that it can
be observed in two independent catalogs sug-
gests that we may be observing a precursory
phenomenon. However, the quantitative signif-
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icance analysis (figs. 6a,b and 7) led us to reject
the hypothesis that the decrease in the seismic-
ity rate is a significant precursory seismic quies-
cence.

A three-step procedure was applied in this
study to evaluate the significance of precursory
seismic quiescence. For the 1987 Chiba-toho-
oki earthquake, we conclude that this event was
not preceded by a significant precursory seis-
mic quiescence. The significance level of three
quiescences that are not precursors to subse-
quent mainshocks in the NIED catalog surpass
that of the quiescence followed by the main-
shock (fig. 7) even when we search only a 3
parameter space (distance, depth, 1) and fix the
optimized parameters (T,, N, location (NS cross-
section)). A search over the entire six-dimen-
sional parameter space (X, Y, Z, T, N, t) would
identify numerous additional periods of reduced
seismicity of equal or higher significance. Thus,
we conclude that one would be unable to detect
the quiescence in real time monitoring. This is
mainly due to the fact the background seismic-
ity rate in the source area is too low to detect a
quiescence of 1.5 years with a high enough
confidence level. The entire rupture area as out-
lined by the aftershock zone (fig. 3) contains
only a total of about 76 earthquakes in the de-
clustered catalog in the 7 years before the main-
shock. Although the entire shallow portion of
the rupture area experienced a seismicity rate
decrease of about 90% for a period of 1.5 years
before the mainshock, the number of missing
events is only about 10. This small number
results in a low significance of the decrease, and
such decreases are not uncommon in the data. In
other studies the number of missing events was
often much higher. For both the 1975 M 7.2
Kalapana event (Wyss et al., 1981) and the 1986
M, 8.0 Adak event (Kisslinger, 1988), the seis-
micity rates in the precursory period were de-
creased by several hundreds of events when
compared to the background rates. In these cas-
es, the duration of the quiescence was 3-4 years,
longer than in this study. On the opposite side of
the spectrum, we find that for some mainshocks
such as the 1995 M 7.2 Kobe mainshock and the
1994 M 6.7 Northridge event, the quiescence
hypothesis as stated earlier cannot be tested at
all because only a handful (Kobe: ~ 30, North-
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ridge: ~ 100) of micro-earthquakes are located
within the immediate rupture area in the 10-15
years before the mainshocks. We consider it
important to firmly establish the limitations of
the applicability of the quiescence hypothesis.

The alarm cube analysis of the NIED data
(fig. 7) indicates that 1% of the total space time
volume is covered by alarms. One may think
that the value of 1% is small enough for the
anomaly to be considered significant. However,
the process of optimizing parameters in order to
identify an anomaly before the mainshock could
easily produce such a low value by chance. If
we apply Imoto’s (Imoto, 1994) method of eval-
uating precursor performance to our case (1
target earthquake, 6 free parameters: location of
cross-section, distance, depth, time, N, and T),
we find that the space-time volume covered by
alarms should be less than about 0.005% of the
total space-time volume for an anomaly to be a
more effective predictor than a random predic-
tion. Therefore, the alarm cube analysis (fig. 7)
confirms the Z_ analysis (fig. 6a,b) in suggest-
ing that the precursory quiescence is not signif-
icant enough to be identifiable in real time as a
precursory phenomena.

At the hypocenter location, we observed an
increase in the seismicity rate in the 1.5 years
before the 1987 Chiba-toho-oki earthquake in
the NIED data (figs. 3 and 5b). The onset of the
increased rate is approximately simultaneous to
the onset of quiescence in the shallow part of
the rupture zone. Foreshock activity in a broad-
er sense, or an accelerated seismicity rate, has
been proposed in a number of studies as a pos-
sible precursor (e.g., Shibazaki and Matsu’ura,
1995; Dodge et al., 1995; Abercrombie and Mori,
1996; Ogata et al., 1996; Bowman, 1997). If
indeed precursory creep occurs on part of the
fault plane (Dieterich, 1994), it could cause both
an increased seismicity rate in one area and a
decreased rate or quiescence in another. We there-
fore studied the increased seismicity rate in some
detail, using techniques analogous to the ones
established for the investigation of seismicity
rate decreases. First we asked the question: how
likely is an increased rate of the observed signif-
icance (Z=-3.1) to occur by chance? We com-
puted the distribution of the minimum Z-value
(Z,,) (fig. 6¢), using the declustered NIED cat-
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alog for the NS cross-section. The 50-percentile
of this distribution is Z , (50%) = - 5.1, indicat-
ing that rate increases as significant as the one
under investigation cannot be distinguished from
the phenomena caused by chance.

Next, we also used the alarm cube approach
to identify periods of increased seismicity as or
more significant than the increase observed at
the hypocenter location. The minimum Z-value
observed for the increased seismicity rate around
the hypocenter reached Z = —3.1. The alarm
cube at this significance level or higher showed
numerous false alarms. Some of these false
alarms are caused by aftershock sequences that
are not entirely removed by the declustering
process. However, the fact remains that increas-
es in the seismicity rate as significant as the one
before the 1987 mainshock are not uncommon
in the data.

The fact that the decrease is observed in two
independent catalogs, the spatial correlation of
the increased rate with the subsequent main-
shock hypocenter, and the simultaneous onset
of quiescence and rate increase suggest a causal
relationship with the mainshock. However, the
significance analysis revealed that these phe-
nomena can be created by chance and do occur
in the actual data frequently without a subse-
quent mainshock. A further advancement of this
analysis would require a simultaneous search
for an increased and decreased seismicity pat-
tern, which should be less likely to occur by
chance.

5.1. Artifacts in the JMA catalog

The IMA catalog is widely used for analyz-
ing seismicity in Japan, and earthquakes with
magnitude M > 3.0 in the investigated region
after 1979 were completely detected (fig. 2).
However, we found that either an improvement
of the observational system or a change of hy-
pocenter determination algorithm caused a mag-
nitude shift in 1989, which introduced an artifi-
cial change in the seismicity rate when analyz-
ing only larger events. To investigate the homo-
geneity of reporting in more detail, we com-
pared the Z-value maps derived from two cata-
logs, IMA and NIED (fig. 8). The Z-maps in the
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Fig. 8. Maps of the Kanto region showing the spatial distribution of the standard deviate Z at four different
times (1986, 1989, 1992 and 1995) for the NIED data with M = 2.9 and depth < 45 km (left column) and JMA
data with M 2 3.0 and depth < 50 km (right column), Z-values are computed by comparing the seismicity rate for
a 2-year period (e.g., 1986.0-1988.0) with the averall seismicity rate (1981.0-1997.0, excluding the 2-year period).
The N = 100 nearest earthquakes to each grid-node are sampled, and nodes are only colored when the sampling
radii is less than 50 km.
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right column of fig. 8 are computed using the
JMA catalog with magnitude M > 3.0 and depth
< 50 km. The left column of fig. 8 shows the
corresponding Z-maps based on the NIED cata-
log with magnitude M > 2.9 and depth < 45 km.
The differences in the magnitude and depth
thresholds used for the two catalogs are a result
of our investigation of the systematic differenc-
es in hypocenter determination and magnitudes
between the two catalogs. Z-value maps are
computed for identical grid-nodes by sampling
the N = 100 nearest earthquakes and computing
the LTA (7) function for a window length 7, = 2
years at four times (1986, 1989, 1992, 1995).
For this comparison, we used the declustered
catalogs and did not eliminate the 4 years after
the 1987 mainshock. We found significant dif-
ferences in seismicity rates between the two
catalogs. For example, a large red area repre-
senting prominent quiescence appears in the
JMA catalog during the periods 1989 and 1992
in the area centered at about 35.7°N and 140.2°E,
whereas no rate decrease was detected in the
NIED catalog at the corresponding location
(fig. 8). To investigate the cause of these differ-
ences, we sampled the seismicity within a 20 km
radius from 35.7°N and 140.2°E. We divided the
data into two periods, 1981.0-1989.0 and 1989.0-
1996.0, and produced cumulative number versus
magnitude and number versus magnitude plots
for each period (fig. 9). The cumulative number
(top graphs) and the number (bottom graphs)
for each period were normalized by the length
of the periods. We found in the JMA catalog
(left column of fig. 9) that the magnitude distri-
bution for the period 1989-1996 showed an
unusual shape, that is, the number of earth-
quakes with magnitude ranging about 2.6-3.3 is
reduced compared with the number of earth-
quakes in the same magnitude bins in the earlier
period. The magnitude distributions in the NIED
catalog (right column of fig. 9) are almost iden-
tical for both periods. This suggests that the
JMA catalog experienced a magnitude shift to-
gether with an overall improvement of detecta-
bility. Therefore, the rate decrease that appeared
in the JMA catalog in this region is probably an
artifact caused by a change in magnitude report-
ing. Since we cut the JMA data set at M = 3.0 to
produce the Z-value maps shown in fig. 8, we
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artificially reduced the number of earthquakes
in the later period. A number of similar artificial
rate changes can be found in the JMA data set,
and, to a lesser extent, also in the NIED data.
However, we found no evidence that the quies-
cence in the rupture zone of the 1987 main-
shock was caused by an artificial rate change.

At the epicenter location of the 1987 Chiba-
toho-oki earthquake (marked by a star in fig. 8)
we found for the two year period before the
mainshock (1986-1988) only a slight decrease
in the seismicity rate (Z = 2.5 ~ 3.0) in both the
JMA and NIED catalog. The decrease did not
show up as clearly in the map views compared
to the cross-sections (figs. 3 and 4), because we
sampled different volumes and included vol-
umes that did not show a rate decrease. It is also
noteworthy that the only region which showed a
somewhat high Z-value in both catalogs was the
Sagami Bay region, located at 35.1°N and
139.3°E in the bottom figures and the activity
rate there was still low at present.

5.2. Implications for future monitoring
of seismicity rate changes

The quantitative analysis of the seismicity
before the 1987 Chiba-toho-oki earthquake
shows that neither the rate increase nor the rate
decrease before the mainshock is significant
enough to be detected as a precursor in a real
time monitoring approach. For future monitor-
ing, it is important to address the question of
how large a rate change is needed to be consid-
ered an anomalous rate change. The answer to
this question is useful for identifying anomalies
in real-time monitoring of seismic activity that
should be investigated more closely. We pro-
pose two criteria as a measure of significance in
real-time: First, an anomaly should be at least as
significant as all previously observed ones of
the same duration and spatial extent, excluding
identified artificial rate changes. An alarm cube
analysis performed for the particular window-
length 7 and sampling volume N of the detect-
ed anomaly (fig. 7) should therefore show the
anomaly uniquely. The second criterion is de-
rived from the random Z-value analysis. For an
anomaly to be considered outstanding, it should
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Fig. 9. Top: cumulative number as a function of magnitude plots using the JMA (left column) and NIED (right
column) catalogs for the seismicity within a 20 km radius from 35.7°N and 140.2°E. Circles and crosses denote
the data for the periods of 1981.0-1989.0 and 1989.0-1996.0, respectively, each normalized by the length of the
period. Bottom: number of events per magnitude bin for the same two periods.

have less than, for example, a 5% probability of
occurring by chance in the entire space-time
volume under investigation. Since the Z-value,
which reflects such a probability and is denoted
by Z (P95%) in this study, depends on both T
and N, we produced contour maps of the Z
(P95%) level for the Kanto region for both the
JMA and NIED data sets. The Z (P95%) values
obtained for the cross-section data of the IMA
and NIED catalogs are shown in fig. 10. To
obtain the Z (P95%) values for the IMA catalog,
we used only the data after 1990 to reduce the
effects of artifacts, and used the earthquakes
with magnitude M, > 2.5 for that period. The
dependency of Z (P95%) on T, and N (fig. 10)
shows some general features of interest: for
constant &, the absolute Z-value decreases with
increasing T,. From fig. 10, we can determine
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the Z-value that indicates a significant anoma-
lous rate change for the optimized parameter
values of N and T',. For example, the Z-values of
95% significance of a quiescence and rate in-
crease that are required for the NIED catalog in
the case of N=200 and T, = 2.5 years are about
Z=6.5and - 5.6, respectively. We consider the
Z (P95%) value a useful parameter for the eval-
uation of future seismicity rate changes.

To further improve our ability to study the
phenomena of both precursory seismic quies-
cence and increased seismicity rates, it would
be helpful to improve the ‘signal to noise’ ratio
in earthquake catalogs. As far as the quality and
quantity of data used in the study region are not
improved, we are currently not able to resolve a
quiescence period less than 1.5 years even if it
affects the entire rupture area of the M 6.7 main-
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Fig. 10. Contour maps of the 95-percentile Z__ value (left columns) and the S-percentile Z, value (right columns).
The Z  and Z_ values are plotted as a function of sample size N and window length T . The top row uses the

NIED data for the entire period and M 2 2.2 within the NS cross-section, and the bottom row the IMA data for the

period after 1990 and M > 2.5. An observed Z-value above the 95% 7

less than 5% probability to be created by chance.

shock (20-30 km length). Improved monitoring
(i.e. lower M ) can strengthen the signal, that is,
the number of missing or added events. Howev-
er, it is also necessary to reduce the ‘noise’
introduced into carthquake catalogs. Many of
the fluctuations in seismicity rates can be traced
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. values indicates that the decrease has a

back to changes in the monitoring system, such
as the introduction or removal of stations, mod-
ification of event analysis procedures, etc. Close
attention should be paid to reduce these artifi-
cially introduced rate changes, or at least to
identify them as such.
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6. Conclusions

Seismic quiescence appeared 1.5 + 0.5 years
before the mainshock in the shallow part of the
focal region of the 1987 Chiba-toho-oki earth-
quake. This quiescence is observed in both the
JMA (M =2.5) and NIED (M >2.2) catalogs. A
quantitative analysis of the significance level of
the quiescence, however, suggests that we can-
not distinguish the precursory seismic quies-
cence from background fluctuation in seismici-
ty rate at a high enough confidence level.

— The seismicity rate in the hypocentral area
increased by over 50% in the 1.5 years before
the mainshock as compared to the background
(1981-1986.4). The onset of the quiescence and
the rate increase are simultaneous and generally
consistent with a model of precursory creep on
the fault plane. However, the quantitative analy-
sis of the likelihood and distribution of seismic-
ity rates increases shows that the rate increase
before the mainshock cannot be detected unique-
ly in the data set.

— The JMA catalog contains many artificial-
ly introduced rate changes and magnitude shifts.

~ Contour maps of the Z (P95%) values as a
function of window length T, and sampling size
N are introduced. These contour maps can aid
us in identifying significant rate changes that
should be analyzed more closely in real time
monitoring.
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