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Agnostic geophysics

Alan Cook
Selwyn College, Cambridge, U.K.

Abstract

The physics of the Earth and the planets
limitations are set in inverse problems an
some implications are discussed.
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1. Introduction

I am very gratified to have the opportunity
to contribute an essay in honour of Michele
Caputo for our acquaintance goes back many
years to the General Asssembly of the Interna-
tional Union of Geodesy and Geophysics in
Toronto in 1957, the occasion also on which I
first met Antonio Marussi with whom I was to
collaborate in various ways over many years,
and whose assistant Michele was at that time.
Among his many studies Michele has written
on the two topics which I take up here, geo-
physical inverse theory and chaotic dynamics.

The Toronto meeting of the IUGG coin-
cided with the greatest development of geo-
physics ever to have taken place, for it was as
we returned from that meeting that news came
that Russia had launched the first artificial
satellite; observations of it gave us within a
very short time a far more secure value for the
flattening of the Earth than ever before. Geo-
physics has never been the same since. At the
next General Assembly in Helsinki the first ob-
servations of free elastic oscillations of the
Earth were reported. At much the same time
there came the first really new observations of
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itself limits the knowledge that can be obtained of it. Two principle
d by chaotic dynamics; examples of each are given in this essay and

the Earth’s magnetic field and ideas of its ori-
gin since the survey and writings of Edmond
Halley at the end of the seventeenth century.
All those technical developments greatly ex-
tended the scope of geophysics as well as of-
fering new possibilities in existing studies, but
those very extensions and possibilities showed
that geophysics had its limitations. The limita-
tions set by inverse problems were the first to be
recognised, now chaotic dynamics is being seen
to be relevant to many issues in geophysics.

2. The inverse problem

One problem above all characterises the
physics of the Earth and the planets, the in-
verse problem (Tarantola, 1987; Parker, 1994);
it is stated very simply. We make observations
of quantities on the surface of a planet or out-
side it, what may we infer about the interior?
In formal terms, we postulate some function of
position within the planet (density for exam-
ple), from which it is possible to calculate a
functional as a function of position over the
surface (the value of the attraction of gravity).
Suppose that & is a function of the vector posi-
tion r within the planet. The functional nasa
function of position Q over the surface is

n@ = [EnKe Qav
14

where K(r, Q) is the kernel that gives the ef-
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fect of & (r) at the position Q. When £ is the
density and 1 the value of gravity, K(r, Q) is
D72, where D is the distance between the
points r and Q.

It is immediately clear that if some &;(r)
gives the observed value of 1, any function
E7(r), where

J‘é'(r)K(r, Q)dV =0,
v

may be added to it and leave 1 unaltered.

Parker (1994, chapter 2) gives a striking ex-
ample of an implausible distribution of sea
floor magnetisation that would nonetheless
generate the observed field.

The possible forms of null functions, 7, do
depend on the mathematical form of the kernel,
and some have been studied in depth, espe-
cially those that arise in potential problems, but
in general physical limits cannot be set from
within the inverse problem itself, but only by
appealing to other considerations. Thus if £’ (r)
is the mass density, it must be such that the to-
tal density, & (r) + &’ (r), is nowhere negative.
Not all observable functionals vary over the
surface. Mass and moment of inertia are single
integral properties of the whole Earth. So also
are the frequencies and amplitudes of the free
elastic oscillations. Both types of problem may
be written in matrix form. If the integral in the
integral expression is replaced by a finite sum,
71 and & become vectors, with n and n + m ele-
ments respectively, and

77=K‘§7

where the kernel matrix, K, has n rows and
n+ m columns.

Similarly 1 might be the set of periods and
amplitudes of free oscillations, & a set of val-
ues of density and elastic moduli over finite in-
tervals within the Earth.

Evidently K has no unique inverse, although
the problem could be arbitrarily restricted by
dividing the interior space into a number of el-
ements not exceeding the number of observ-
ables, and estimating the mean values of &
within each subdivision. Generally, however

that would be too restrictive. If the interior
space is divided more finely, the values of the
function & can no longer be found uniquely,
but some idea of the range of possible solu-
tions and of the reliability of any result might
be found by comparing different solutions that
satisfy the equations. That essentially is the
course that has been followed in many applica-
tions of inverse theory.

It is usually possible to obtain one solution
from a generalised inverse. Let K” be the trans-
pose of K.

Then

K'-n=K"-K-&

Since K”-K is square with n+m rows and
columns it has an inverse (K7 -K)™!, and so
one solution for £ is

E=K"-K)"'K"-n.

(K" -K)' K" is the generalised inverse of K,
but the solution is not unique. £ may be
augmented by any vector £’ which satisfies
K- & =0. That is a set of n equations for n+m
variables to which there is no unique solution;
any m variables may be chosen arbitrarily, and
the remaining n are then functions of them.

There are various formal considerations that
can be applied to constrain the solutions, for
example, it might be that the variable £ should
be adjusted to vary as smoothly as possible
within its range, conditions being applied not
only to the variable itself but also to its deriva-
tives. The earlier Jeffreys-Bullen models of the
interior of the Earth that were derived from
times of travel of seismic waves, were subject
to conditions of that sort. Tarantola (1987) has
discussed statistical principles for choosing so-
lutions, while Parker (1994) has set out min-
imisation procedures for doing so. However,
such constraints do not resolve the essential
logical problem, for either they are based on
physical considerations of how the interior of
the Earth ought to be constituted, or they are
adopted for purely numerical convenience, or
they reflect metaphysical principles or other
rules of argument.
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3. Physical restrictions in inverse problems

Physical considerations are widely applied
to limit the formal possibilities of solutions to
inverse problems. That might at first seem am-
bitious, since the essence of the inverse prob-
lem is that we can only observe on boundaries
and therefore do not have direct knowledge of
the physical constitution of matter in the inte-
riors of boundaries. In some instances, however,
our general knowledge of the properties of ma-
terials can go far to resolve ambiguities; the
most clear-cut instance is the constitution of
Jupiter. We know two facts about the density
distribution within Jupiter, the total mass of
Jupiter and hence the average density, and the
moment of inertia and hence a general indica-
tion of the increase of density from the outside
in. Both are found from analyses of the mo-
tions of the natural satellites together with the
spin angular velocity of Jupiter. The average
density rules out any species except hydrogen
as the major constituent.

The increase of density into the centre
might arise from an increase in the proportion
of heavy elements, but the constraint set by the
average density makes it difficult to have a
sufficient quantity of heavy elements to give
the observed low value of the moment of iner-
tia. It has in fact been realised for many years
that the compression of hydrogen under the
self-gravitation of the planet would make
atomic hydrogen metallic, that is to say, it
would consist of protons in a sea of unattached
electrons. It has also been known for many
years that the quantum mechanical theory of
that simplest of all metals is elementary. The
upshot is that, a few minor modifications apart,
the overall properties of Jupiter can be
matched by those of a planet composed almost
entirely of metallic hydrogen. Although the
metallic state of atomic hydrogen has not been
attained in laboratory experiments, the essen-
tial conclusion is inescapable, for only hydro-
gen can be the main constituent of Jupiter. The
only significant uncertainty is the pressure (and
therefore the radius in Jupiter) at which hydro-
gen transforms from the molecular to the
metallic form (Cook, 1980).
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Jupiter also displays the limitations of the-
ory. It has a strong magnetic field, and accord-
ing to current theoretical ideas, that field would
be generated by electrical currents in an elec-
trically conducting liquid. But would metallic
hydrogen be liquid in the conditions in the in-
terior of Jupiter? It seems that is a difficult
question to answer because the difference of
energy between the liquid and solid forms is
very small.

Jupiter is a special case because of its low
density and because the rapid rotation leads to
a large polar flattening which allows the mo-
ment of inertia to be rather well determined
from the external value of gravity. That con-
trasts strongly with most other planets, apart
from the Earth, for which no such clear-cut es-
timates of the interior states can be obtained, in
part because the necesary dynamical informa-
tion is lacking. Because Venus and Mercury
rotate very slowly, the polar flattenings are
small and therefore the moments of inertia can-
not be found from gravitational observations.

When the estimates of the mass and mo-
ments of inertia of the Earth were combined
with seismological studies it was realised that
the Earth had a central core of much greater
density than the surrounding mantle, and it was
soon suggested it might consist of iron, possi-
bly mixed with some lighter elements. In re-
cent years shock experiments on iron have
made that conclusion very probable, but they
cannot rule out other possibilities. Similarly in-
vestigations of the phase transitions in olivines
and pyroxenes have shown that it is very likely
that there are two major divisions in the man-
tle, an outer one with low pressure forms of
the silicates, and an inner one with the high
pressure forms. Again, the experiments, taken
with geochemical arguments, give strong sup-
port to such models, but cannot rule out all
other possibilities.

The foregoing discussion has been about the
global properties of the planets for which the
mathematical form of the inverse problem is
that of estimating a function within a spherical
boundary from data on the boundary. There is
also a local form of the inverse problem, in
which a function throughout a semi-infinite
space is to be estimated from data on the plane
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boundary (the local surface of the Earth). That
is the form of the problem encountered in ex-
ploration geophysics. One particular result that
often applies is that if the data are expressed as
Fourier components of functions of position on
the surface, there are limits to the depths below
which anything can be known about the
sources of given wavelengths. In general the
effect of some function of wavelength 4 at a
depth h below the surface dies away as
exp [-Af(h)], where f(h) is a function of % that
depends on the kernel.

A third form of the inverse problem has re-
cently come to the fore, to which Michele Ca-
puto has contributed. Just as the interior of the
Earth was initially investigated by means of
the times of travel of elastic waves through it,
so the velocity structures of the oceans and at-
mosphere are now being investigated by the
times of travel of acoustic and radio waves
through them in a form of tomography (An-
tonelli and Caputo, 1994). Tomography is also
well known in its medical applications using
acoustic waves and X-rays. The observed times
of travel are functionals of the velocity distri-
butions in the sea or atmosphere or humam
body, and the interpretation of them is again an
inverse problem. While the aim of medical
studies is to obtain information about the in-
side of a patient, and that of the marine studies
is to derive such properties as the temperature
and salinity structures of the oceans and their
possible changes with time, one aim of the at-
mospheric studies is somewhat different, it is
to enable times of travel of electromagnetic
signals from spacecraft to be corrected for the
atmospheric conditions. Since any solution that
does not affect the travel times is now of no in-
terest, the conditions on the inversion are much
relaxed.

5. Functionals from functionals

The allowable solutions to an inverse prob-
lem have been most thoroughly considered for
the interpretation of the free oscillations of the
Earth, not surprisingly since it was there that
the essential features of the inverse problem
were first explicitly encountered and analysed

(for example, Backus and Gilbert, 1968). An
important concept developed in those studies
was that of the trade-off between complemen-
tary properties of the distributions of densities
and elastic properties that were sought, an ana-
logue of Heisenberg’s uncertainty principle.
Supposing the radius of the Earth divided into
a number of ranges, then the greater the num-
ber of ranges, the greater the uncertainty of the
estimates of properties within any range. Con-
versely, if the properties were estimated in just
a few ranges, then the uncertainties of the
mean values within each range were less.
Just two mechanical properties, the mass
and the principal moments of inertia, can be
derived from dynamical observations of a
planet. Somewhat more can be obtained from
the variation of the attraction of gravity over
the surface. Those examples, together with the
analysis of the treatment of free oscillations,
suggest that it is not profitable to overcome the
inherent obstacles to finding functions that will
give the observed functionals, but rather to
look for properties of those functionals, func-
tionals of functionals, that might be related, as
the mass and moments of inertia can some-
times be, to definite physical or material prop-
erties. Put another way, combinations of physi-
cal properties should be sought that can be re-
lated to definite functionals of functionals. To-
mographic studies of the atmosphere afford an
example: the aim is not so much to find the
distribution of the velocities of radio waves in
the atmosphere, as to be able to calculate the
time of travel from an arbitrary spacecraft.

6. Chaotic dynamics

At the end of the nineteenth century and the
beginning of the twentieth, Newtonian dynam-
ics was extended in three ways, each of which
revealed limitations on possible knowledge of
the physical world. Relativity showed that it
was not possible to determine various proper-
ties, such as time and distance, or wavelength
and frequency, separately for distant events,
but only linear combinations of them related
by the Lorentz transformation. That was the
consequence of the fact that information about
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distant events can only be obtained from elec-
tromagnetic signals. Quantum mechanics also
set limits to what quantities could be observed
simultaneously. The theoretical structures of
both relativity and quantum mechanics follow
from the limitations on the observations that
we can make, and from the ways in which we
define standards, such as that of time, to which
our observations are referred. The impact of
the third development, of chaotic dynamics, on
physics has been appreciated less immediately.
Although Poincaré, who first developed the
principles of chaotic dynamics in his studies of
celestial mechanics (Poincaré, 1928), stated the
position quite clearly:

«A very small change that escapes our notice de-
termines a considerable effect that we cannot fail to
see, and then we say that that effect is due to
chance. If we knew exactly the laws of nature and
the situation of the universe at the initial moment,
we could predict exactly the situation of that same
universe at a succeeding moment. But even if it
were the case that the natural laws no longer had
any secret from us, we could still only know the ini-
tial situation approximately. If that enabled us to
predict the succeeding situation with the same ap-
proximation, that is all we require, and we should
say that the phenomenon had been predicted, that it
is governed by laws. But it is not always so; it may
happen that very small changes in the initial condi-
tions produce very great ones in the final phenom-
ena. A small error in the former will produce an
enormous error in the latter. Prediction becomes im-
possible and we have the fortuitous phenomenon.»

Again, in an article on meteorology:

«Why have meteorologists such difficulty in pre-
dicting the weather with any certainty...? We see
that great disturbances are generally produced in re-
gions where the atmosphere is in unstable equilib-
rium. The meteorologists see very well that the
equilibrium is unstable, that a cyclone will be
formed somewhere, but exactly where they are not
in a position to say; a tenth of a degree more or less
at any given point and the cyclone will burst here
and not there, and extend its ravages over distances
it would otherwise have spared... Here, again, we
find the same contrast between a trifling cause
which is inappreciable to the observer, and consider-
able effects, that are sometimes terrible disasters.»
(see Poincaré, 1905)
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Chaotic dynamics now has a very large lit-
erature (for example, Drazin, 1992; Medio,
1992; Ott, 1993) and the circumstances that
lead to chaotic behaviour are rather well under-
stood. If the differential equations that deter-
mine the evolution of a system in time are lin-
ear, then there is a commensurable relation, as
Poincaré expressed it, between the initial and
final states. If the equations are non-linear, the
relation may be incommensurable and may
change as the system evolves in time. That is
probably the most generally recognised condi-
tion. Another condition is that there may be
bounds on the variables, for when a variable
attains a bounding value, the memory of earlier
initial conditions may be lost when it deviates
from the boundary. Lastly, a large number of
effective variables may lead to chaos, for as
the number of variables increases, so in general
does the number of ways in which a system
may evolve and therefore the greater the preci-
sion with which the initial conditions must be
stated for the behaviour to be predictable. With
no more than six or seven variables, the neces-
sary precision is already unrealistic.

Chaotic behaviour is not necessarily entirely
random. There may be fixed points where the
rates of change all vanish. When a system at-
tains such a state, which is not the same as a
state of equilibrium, a minimum of potential in
linear dynamics, any memory of the initial
conditions will be lost, since the state may be
reached from a range of initial states. There
may be so-called basins of attraction, about
which a system oscillates in an almost periodic
fashion. The statistical properties of chaotic
time series are not the same as those of purely
random phenomena, and certain statistical
properties may be determined by the properties
of the governing equations or because of con-
straints such as conservation of energy or an-
gular momentum. Nonetheless, the most strik-
ing manifestations of chaotic behaviour are
those that appear unpredictable. There are
many examples of systems where quite small
changes in the parameters of the system or in
external conditions may lead to unpredictable
shifts between alternative stationary states. An-
other important type of behaviour is the transi-
tion from regular to wholly random motion.
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That is particularly so in hydrodynamics, the
physics of which is essentially non-linear on
account of the Coriolis terms. Motion which
begins smoothly develops periodic oscillations,
at first with just one or two periods but then
with more and more until the motion is fully
turbulent.

Besides the hydrodynamical non-linearities
in the behaviour of the atmosphere, there are
others in the transport of heat and moisture and
in the chemical reactions in the atmosphere.
Thus the atmosphere behaves chaotically and it
is now known that the weather is inherently
unpredictable beyond about three weeks; the
longer term behaviour, that we call climate, is
predictable over much greater times. One of
the reasons for that is that climate is controlled
to a considerable extent by the state of the
oceans which transport heat, water, carbon
dioxide and plants and animals much more ef-
fectively than the atmosphere, but much more
slowly. The oceans also behave chaotically,
and Poincaré’s remarks on the origins of cy-
clones in the atmosphere apply equally to the
generation of great gyres in the oceans, but on
a longer time scale.

The origin of the Earth’s main magnetic
field (like those in other celestial objects) most
probably lies in dynamo action in a liquid elec-
trically conducting core. The equations that
control it are inherently non-linear, both hydro-
dynamic and with interactions between mag-
netic fields and fluid flows and electrical cur-
rents and magnetic fields. The spin of the Earth
ensures that the exterior dipole field, as ob-
served at a distance from the dynamo source, is
aligned nearly but not exactly with the polar
axis, but both senses are possible. As is well
known, the field switches erratically from
north to.south, while maintaining approxi-
mately the same magnitude. That is entirely
characteristic of a chaotic system.

More than forty years ago Rikitake(1958)
devised a very simple mathematical model of a
self-sustaining dynamo, which gave erratic re-
versals of the magnetic field, with attractive
similarities to the behaviour of the Earth’s
field. It was evidently far too simple a system
to be a true representation of the Earth’s dy-
namo. The similarity between the behaviour of

Rikitake’s model and the Earth raises an issue
which has also been brought up by attempts to
model various biological processes by chaotic
systems that are much simpler than real popu-
lations or organisms. It appears that the essen-
tial features can be represented by mathemati-
cal structures with rather few variables, which
therefore are much more general than any
more realistic but complex model. Conse-
quently the observed behaviour reflects general
properties of the structure of a system and is
insensitive to the details of any actual one. The
general mathematical and physical or biologi-
cal characteristics of a system that allow it to
be represented by a simple model have not
been examined in any detail, but it is clear that
specific knowledge of a particular system can-
not be inferred from overall chaotic be-
haviour.

Somewhat related problems are raised by
the representation of distributions in space or
time by fractal formulae. Thus the distribution
of numbers of lunar craters by size follows a
fractal law, and so does the distribution of
earthquakes by magnitude (see Turcotte,
1992). The reason for the distribution can be
shown to lie in the physics of cratering or of
seismic rupture, but while the physics is con-
sistent with the observed distribution, the form
of the distribution is so general that the physics
cannot be inferred from the distribution — in-
deed it would probably be possible to argue
from the distributions that earthquakes were
caused by meteorite impacts and lunar craters
by moonquakes.

7. Geophysical prediction

An essence of chaotic dynamics is that the
initial conditions may have little or no influ-
ence on the subsequent behaviour of a mechan-
ical system. Prediction, as Poincaré said, be-
comes impossible. The fundamental point is
that the initial values of the state variables and
those of a later state are incommensurable, that
there is no unique relation between them. In
prediction we know the present state but later
states cannot be calculated unambiguously
from the controlling equations.
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Forecasting the weather and predicting cli-
mate are important acivities restricted by the
chaotic behaviour of the atmosphere and
oceans. Chaotic dynamics may also illuminate
the prediction of earthquakes. A purely statisti-
cal approach seems unsatisfactory. Small earth-
quakes occur in sufficiently large numbers that
the probabilities of their occurences can be
mapped, but large earthquakes are so infre-
quent that no meaningful statistics can be es-
tablished. Apart from the paucity of events, the
large earthquake may so change the state of
stress and the geometry of the hypocentric re-
gion that successive large earthquakes do not
all come from a single population with un-
changing characteristics.

A large earthquake has features that suggest
that it may be the result of a chaotic process, in
that it is an abrupt change from one more or
less stationary state to another. The simplest
model is of plate movement developing
stresses that eventually exceed the strength of
the crust of the Earth, leading to rupture (see
Turcotte 1992). Various features of earth-
quakes indicate that that is too simple a model.
The stresses can be and are relieved in many
instances by sequences of small earthquakes,
how is that stresses ever build up sufficiently
to generate a large earthquake? So soon as
complications are added to the simplest model,
the conditions for chaotic dynamics begin to
appear.

Sudden changes of state of a chaotic system
do not take place when some specific condi-
tion, such as a limiting stress, are reached, for
then they might be predictable. Some small in-
significant event brings them about and so they
are unpredicatable.

8. Geophysical history

Historical geophysics goes back at least to
the seventeenth century when Edmond Halley
suggested, from historical records of eclipses,
that the Moon was speeding up in its orbit, and
when he estimated an age of the Earth from the
saltiness of the sea and the rate at which rivers
brought in salt (Halley, 1693, 1695, 1715). To-
day we seek to reconstruct the forms of conti-

nents in past times from palacomagnetic obser-
vations, or past oceanic circulations and tem-
peratures from compositions of deposits they
laid down. The origin of the solar system re-
mains after many centuries and after a mass of
new information from space programmes, still
mysterious. So too do the origin of the Moon,
the early history of the Earth and how conti-
nents and oceans came into being. New infor-
mation that might be expected to solve such
questions often opens up fresh ones. It is
hardly surprising, for although the Earth pre-
serves considerable fragments of records of its
physical and biological history, they, like writ-
ten documents in archives, are not the whole
story, they may have been corrupted, and they
have to be interpreted in the light of whatever
may be known of how they came into being.

We, like Halley, hope to get back to the past
by inferences from the present state according
to known physical principles, but no conclu-
sion can be certain. Many physical processes
that appear to be deterministic may also be to
some slight extent chaotic, even if that is unde-
tectable by our experiments and observations.
At the same time, some of the processes to
which appeal is made are sufficiently complex
to be chaotic. Consequently, inferences made
about the past from present conditions almost
certainly involve chaotic dynamics. It is even
more certain that the dynamics of biological
processes are chaotic.

If there is no unambiguous relation between
initial conditions and subsequent behaviour,
then not only is prediction not possible, but
also a former state cannot be inferred from a
latter. Chaotic dynamics therefore limits histor-
ical geophysics, what we may learn of past
conditions from the present. The most we are
justified in saying is that some past state of af-
fairs is possible, or probable, not that it was
certain.

9. Conclusions

Among the ways of resolving uncertainties
in the conclusions to be drawn from geophysi-
cal data, whether or not they be recognised as
such, there are sometimes appeals to currently
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received ideas on how the Earth or the solar
system or the cosmos is constituted, or to more
metaphysical arguments about scientific
method. The sciences however try to under-
stand the real world in an empirical manner,
and the true test of a scientific hypothesis is
that set out long since by Robert Boyle:

«That it enable a skilfull Naturalist to foretell fu-
ture Phenomena by their Congruity or Incongruity to
it; and especially the Events of such Experiments as
are aptly devised to Examine it; as Things that ought
or ought not to be Consequent to it.» (quoted by
Westfall, 1971)

The real world as we know it empirically is
the only touchstone for the scientist. The ways
in which theory in the physical sciences de-
pend on the methods of observation that the
natural world allows us to make are becoming
increasingly clear, for example, in relativity. In
a similar way the observations that it is possi-
ble to make of the Earth and the planets have
their characteristic limitations which should
determine the attainable aims of geophysics
and the theoretical forms in which they are ex-
pressed.
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