Bootstrap inversion for $P_n$ wave velocity in North-Western Italy
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Abstract
An inversion of $P_n$ arrival times from regional distance earthquakes (180-800 km), recorded by 94 seismic stations operating in North-Western Italy and surrounding areas, was carried out to image lateral variations of $P$-wave velocity at the crust-mantle boundary, and to estimate the static delay time at each station. The reliability of the obtained results was assessed using both synthetic tests and the bootstrap Monte Carlo resampling technique. Numerical simulations demonstrated the existence of a trade-off between cell velocities and estimated station delay times along the edge of the model. Bootstrap inversions were carried out to determine the standard deviation of velocities and time terms. Low $P_n$ velocity anomalies are detected beneath the outer side of the Alps ($-6\%$) and the Western Po plain ($-4\%$) in correspondence with two regions of strong crustal thickening and negative Bouguer anomaly. In contrast, high $P_n$ velocities are imaged beneath the inner side of the Alps ($+4\%$) indicating the presence of high velocity and density lower crust-upper mantle. The Ligurian sea shows high $P_n$ velocities close to the Ligurian coastlines ($+3\%$) and low $P_n$ velocities ($-1.5\%$) in the middle of the basin in agreement with the upper mantle velocity structure revealed by seismic refraction profiles.
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1. Introduction
The present day structural setting of North-Western Italy results from several tectonic events driven by the relative movements between Eurasia and Africa plates (Dewey et al., 1989). In particular, the late Cretaceous collision between Adria and European plates formed the Alpine chain and determined the rise of a slice of heavy mantle (Ivrea body) up to the shallower crustal layers (Polino et al., 1990); the convergence process was accomplished by a strong deepening of the European Moho down to a maximum of 50-60 km. The opening of the Ligurian-Provençal basin (Rehault et al., 1984), related to the eastward migrations of the Corsican-Sardinian block, and the orogenesis of the Apennines, caused the thinning of the crust in the Ligurian sea and the formation of a crustal indented between the Ligurian lithosphere and the North-Western Apennines (fig. 1) (Buness et al., 1990; Laubscher et al., 1992).

In recent decades much effort has been spent collecting reliable information on the three dimensional structure of the lithosphere system; strong crustal heterogeneities have already been detected mainly from refraction (DSS profiles and EGT project) and reflection (ECORS-CROP; Swiss NFP-20) studies carried out from 1967 to the present day.

The great number of studies carried out in this area supplied mainly local information: Kissling (1993) was able to compile a whole 3D image of the litho-asthenosphere system
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Fig. 1. A Moho map of North-Western Italy (Giese and Buness, 1992).

beneath the Alpine chain by comparing results of different geophysical studies (refraction and reflection profiles, seismic tomography); however their non-homogeneous geographic distribution, and their variable reliability do not allow an unambiguous interpretation. While the depth of the European and the Adria Moho beneath the Alps has been reliably mapped by many studies, the crustal thickness under the Po plain and the geometrical relationships between Adria and the Ligurian Moho are still poorly understood.

As the regional phases travel nearly horizontally in the upper mantle, they are particularly predisposed to detect the lateral heterogeneities of the lithosphere.
In a previous paper, Parolai et al. (1997) outlined the presence of strong lateral velocity variations at the crustal mantle boundary using the inversion of a $P_n$ arrivals data set.

The present paper is mainly devoted to an analysis of the reliability of inversion results in an area showing strong lateral velocity contrasts. The final results were tested with numerical simulations using different test models and the confidence interval of the solution was evaluated by the bootstrap method. Moreover, to image the $P_n$ propagation anomalies a more complete data set, with respect to Parolai et al. (1997), was inverted.

2. Data

Travel time arrival picks recorded from 1982 to 1995 by the IGG (Genova), EOPG (Strasbourg), SISMALP (Grenoble), ETH (Zurich) and ING (Rome) networks were used in this study.

The investigated area was laterally extended considering data coming from different seismic networks.

As shown in fig. 2, the station distribution represents a geometrically non-homogeneous network because stations are mainly installed to monitor the most seismically active areas of the Alps and Apennines.

Fig. 2. Distribution of the stations used in this study. Symbols indicate different networks.
The large number of Bulletin data collected was then submitted to a selection procedure that can be summarized as follow:

- the events with an azimuthal gap too wide to guarantee a stable hypocentral location were eliminated;
- each earthquake was relocated considering all the recording stations at distance < 300 km;
- following the suggestion of Hearn et al. (1991), the data were windowed to compute the mean crustal slowness, the mean crustal delay, and the mean Moho depth, using an iterative procedure that results in a least squares straight line to fit the data. A mean depth of the Moho of 30 km, a mean Moho velocity of 8 km/s and a mean crustal velocity of 6.2 km/s were calculated and adopted as a starting model;
- to obtain a high quality $P_n$ data set a further careful selection was performed considering: 1) only first arrivals recorded at a distance greater than 180 km; 2) only stations with a number of readings greater than 10; 3) only earthquakes recorded by at least five stations at distance greater than 180 km; 4) travel times with maximum residuals of 1.5 s with respect to the travel times computed from the starting model including a correction both for the station elevations and the depths of the events.

Fig. 3. Travel time plot of selected phases recorded from 1982 to 1995.
Fig. 4. Cell parametrization used in this study (40 km x 40 km) and selected ray paths.

A total of 5400 rays from 400 events were screened out of the original data set of almost 25,000 arrivals (fig. 3). In fig. 4 the distribution of the selected 5400 ray paths is reported. Even if the event distribution seems to be quite homogeneous, the station distribution makes the ray path coverage satisfactory only in the center of the model where also a high number of crossing rays per cell exists.

3. Method

Detailed description of the method is given in Hearn (1984); here we will briefly review it.

Refracted ray paths can be described as the sum of three portions: the source-to-mantle ray path, the ray path through the mantle, and the ray path from the mantle to the receiver.
Therefore the travel times for these $P_n$ ray paths can be described by the time term equation (Willmore and Bancroft, 1960; Hearn, 1984) as:

$$t = a + b + D s$$

(3.1)

where $a$ and $b$ are the delay times for stations and events respectively, $D$ is the source receiver distance and $s$ is the mantle slowness.

Delay times are expressed in terms of crustal thickness and crustal velocity:

$$\text{delay} = \int (s_c^2 - s^2)^{1/2} \, dz$$

(3.2)

where $s_c$ is the crustal slowness profile as a function of depth.

As pointed out by many authors in previous works (Hearn, 1984; Hearn and Clayton, 1986; Grand, 1990), station delays depend on crustal and mantle velocities and crustal thickness while event delays also take into account errors in source depth, origin time determination and systematic picking errors at the station. Moreover, as station delays are sensitive more to crustal thickness variations than to mantle velocity changes (Braile et al., 1989) they are mainly interpreted in terms of Moho depth (Hearn et al., 1991).

Using a data set composed of many event-station pairs and parametrizing the mantle velocity field into a 2D grid of cells, the entire set of time term equations (3.1) may be written as:

$$A x = t$$

(3.3)

where the vector $x$ contains the unknown time terms and the unknown slowness perturbation, $t$ is a vector of the observed $P_n$ travel time residuals. The matrix $A$ contains mostly zeros; namely each row contains two elements equal to 1 corresponding to the station and the event, and the elements representing the distance the current ray travels in each cell.

In order to obtain the solution of the linear equation system (3.3) a preconditioned version of the LSQR algorithm (Paige and Saunders, 1982) was used.

Moreover, to implement the regularization properties of the adopted iterative method, a set of equations, that requires the Laplacian difference of the model to vanish, was also included.

Weighting the regularization equations with a control parameter $\lambda$, it is also possible to control the trade-off between the travel time fitting and the roughness of the model: the constraint on the Laplacian limits only the total amount of slowness fluctuation, not the individual slowness contrasts (Lees and Crosson, 1989). More detailed description of the adopted inversion is given in Hearn and Ni (1994).

In order to image the velocity anomalies, the investigated area was divided into square cells measuring $40 \times 40$ km. The travel time data set was inverted using a reference model which considers a mean crustal velocity of 6.2 km/s, a mean crustal thickness of 30 km, and a $P_n$ velocity of 8.0 km/s.

4. Reliability test and bootstrap analysis

One of the main problems commonly encountered in every tomographic study is the determination of the reliability of the results: tomographic images reflect not only true velocity heterogeneities but also the effect of data errors, model parametrization, ray path geometry and algorithm performance (Spakman and Nolet, 1988).

In recent years, numerical simulations have become increasingly popular to assess the resolution power both of the inversion method and of the data set (among others Evans and Achauer, 1993; Alessandrini et al., 1995; Solarino et al., 1996).

Numerical simulation with synthetics allows the verification of the capability of ray path geometry to solve anomalous patterns by measuring the similarity between the final model and the arbitrary model used to compute the synthetics.

Leveque et al. (1993) have shown that using this approach may lead to wrong conclusions. They demonstrate that, in contrast with a generally accepted idea, although an inversion scheme can accurately retrieve small-size structures, it is not necessarily able to retrieve larger structures.
Since the choice of the parametrization of the model biases the tomographic results, they suggest either resorting to a suitable but unfortunately computationally very demanding inversion procedure or to assess the resolution for different test models.

On this basis, following previous $P_n$ studies (Hearn and Ni, 1994), sensitivity tests were carried out using two different test models: the first model consisting of a checkerboard velocity pattern having a square shape with 40 km sides, whereas the second one was composed of four large regions, having alternatively velocity perturbations of ±6% (fig. 5), each one constituted by 90 square cells with sides of 40 km.

---

**Fig. 5.** Sketch of the second model used for synthetic tests.
Fig. 6a,b. Result of the inversion of synthetic data generated with the checkerboard test model: a) output model; b) differences between input and computed station delay times. The symbol shape depends on the number of samples for each station, while the dimension is proportional to the size of the station delay error.
In addition zero-mean normally distributed random noise with standard deviation corresponding to the r.m.s. of the observed residuals was included. Random values ranging from 1 s to 4 s were also assigned to the synthetic delays. Finally, aiming at overcoming the inherent limitations of the sensitivity test analysis and avoiding possible misinterpretations of the tomographic image, the confidence intervals of the results were estimated using a bootstrap resampling technique.

Figure 6a,b shows the results of the synthetic inversion obtained through the first test model (checkerboard): in the central part of the investigated area the original checkerboard pattern appears quite well retrieved (fig. 6a) due to the complete azimuthal ray path coverage, whereas at the edge of the model the effects generated by scarce ray paths and lack of crossing rays are evident. In general, as the adopted backprojection inversion method smoothes over large velocity adjustment in the poorly sampled cells, marginal zones show mainly low values of perturbations. Moreover, in some areas such as Eastern Switzerland and North-Eastern Italy, because of strongly inhomogeneous ray path coverage, the anomalies are extended in ray direction.

Figure 6b reports test results for the station delay times: large errors, relevant only for stations placed along the edges of the model, do not seem to depend on the number of arrivals.

The checkerboard test can be useful in identifying the well-solved areas of the model. Nevertheless, especially when a small grid size parametrization has been adopted, it cannot satisfactorily point out whether there is a trade-off between station delays and the mantle velocity field (Hearn and Ni, 1994); consequently, some tests were carried out using the second model.

Looking at the test results for the second model (fig. 7a,b), and comparing them with the previous ones obtained using the checkerboard pattern, the different behaviour between inner and outer stations is clearly shown: while both tests show small error (< 0.3 s) for the former, the results of the latter test display large errors (doubled with respect to the ones obtained by the checkerboard test) affecting the stations at the edges. Some peripheral French stations (fig. 7b), previously carefully solved (fig. 6b), show errors greater than 0.8 s. Therefore we can state that, along the edge of the model, the trade-off between station delays and mantle velocity cannot be fully resolved.

With respect to the velocity perturbations (fig. 7a), the best resolution in terms of retrieving the original anomaly distribution is, again, observed only in the central part of the model where the boundaries between the four large regions appear well reproduced.

Bootstrap methods (Efron, 1979; Koch, 1992; Hearn and Ni, 1994) are being increasingly used with the advent of more powerful computers. These techniques work by repeated inversions of the bootstrap data sets obtained by randomly resampling, with replacement, the original data set. We used a number of 1000 bootstrap inversion iterations to obtain a good estimate of the standard deviation of the solution.

The results of the bootstrap inversion are shown in fig. 8 and fig. 9a,b. The standard deviation for the velocity cells of the tomographic model (fig. 8) range from 0.09 km/s to 0.24 km/s. The highest errors appear at the edge of the image where a lack of crossing rays exists, whereas the Alps and the Po plain show standard deviation values of about 0.1 km/s: the latter value, assuming a mean Moho velocity of 8.0 km/s, is equivalent to a velocity perturbation of 1.2%, well below the size of the velocity anomalies found inverting the whole data set (see fig. 10). The average standard deviation for station delays (fig. 9a,b) is lower than 0.2 s but, in this case, higher errors are more related to the number of rays per station than to the marginal position within the investigated area.

As shown in fig. 9b, the standard deviation monotonically decreases with the increasing number of sampling rays. This behaviour could explain why, in some cases, neighbouring stations (Ligurian coast) show an error difference greater than 0.3 s. Nevertheless, poorly sampled stations (fig. 9b), with fewer than 20 rays, show strong differences in estimated errors that could be related to scarce ray path coverage affecting marginal stations.
Fig. 7a,b. Result of the inversion of synthetic data generated with the second test model composed of only four anomalous regions each one constituted by 90 cells; a) output model; b) differences between input and computed station delay times. The symbol shape depends on the number of sample for each station, while the dimension is proportional to the size of the station delay error.
Finally, comparing the sensitivity test results for the checkerboard model (fig. 6a) with the velocity error map (fig. 8) it is worth noting that some regions of the sampled area, where the checkerboard pattern appears carefully retrieved (South-Western France, Eastern Po plain), are also affected by large bootstrap errors exceeding 0.2 km/s. In our opinion, this demonstrates that assessing the reliability of the tomographic results only through numerical simulation can be misleading, especially when computing the synthetics from one test model alone.

In conclusion, only the perturbations imaged in the central part of the model showing both velocity error lower than 0.15 km/s and a careful reconstruction of the test models can yield results not prone to misinterpretation.
Fig. 9a,b. Standard deviation for station delay times as computed by 1000 bootstrap inversion: a) map of the estimated standard deviations; b) estimated standard deviations versus number of samples for each station.
5. Results

The tomographic image of the lateral $P_n$ wave velocity variation, resulting from this study, was obtained by stopping the inversion procedure after 90 LSQR iterations; assuming a control parameter $\lambda$ equal to 3 the initial standard error of the observed residuals (0.81 s) dropped to a final value of 0.50 s.

Figure 10 shows the map of the imaged velocity anomalies, expressed as a percentage of the initial velocity, obtained by averaging 25 inversion results of the same cell size, shifted each time by one fifth cell dimension along the
x and y directions (Evans and Zucca, 1988; Cattaneo and Eva, 1990; Evans and Achauer, 1993).

A careful analysis of the reliability test and bootstrap errors has led us to assess the qualitative/quantitative degree of reliability to the model. In particular, figs. 6a and 8 have been considered references to determine the area of the tomographic image in which the results can be considered reliable (black dashed line in fig. 10).

Despite the broadening of the data set the imaged anomalies confirm the results obtained by Parolai et al. (1997) even if the blurring of the perturbations in the ray direction is strongly reduced along the edge of the model.

The imaged $P_n$ wave velocity anomalies, ranging from $-6\%$ to $+5\%$, can be considered apparent mantle perturbations; they are due to a combination of different effects such as perturbations of the velocity in the upper mantle, crustal thickening and crustal velocity variations.

Looking at fig. 10 it is worth noting the existence of a strong anomalous zone along the Italian-French border showing lateral velocity contrasts reaching $10\%$.

This region, that in accordance with the reliability tests (see figs. 6, 7 and 8) appears one of the most reliable, shows two consistently low velocity anomalies, underlying respectively the outer side of the Alps and the Monferrato zone, which surround a high velocity perturbation in the inner side of Western Alps that stretches in the N-NE/S-SW direction.

A low velocity area is also present in the North-Western Apennines, from the main divide of the chain to the Ligurian sea. A high $P_n$ velocity centered in the Po plain borders the Northern Apennine limit and appears to extend into the north-east direction to Lake Garda. These anomalies all join together in a horseshoe shape. This area, even if it belongs to a model region with a minor degree of reliability, may be considered sufficiently well resolved taking into account that the errors evaluated with the bootstrap method (0.2 km/s, i.e. 2.5% of perturbation) are well below the size of the imaged velocity contrast (8%).

Similar considerations may be extended to Switzerland where the reliability tests give somewhat controversial indications. While the second synthetic model (fig. 7a) indicates good resolution, the checkerboard synthetic (fig. 6a) and bootstrap inversion (fig. 8) show higher reliability only in the Southern Swiss sector.

In the Ligurian sea high velocities are shown close to the coast lines of Liguria and Corsica while mean velocities are found in the middle of the Ligurian basin. Nevertheless, the maxima centered near Corsica can be unrealistic being affected by large errors probably due to the paucity of ray coverage, as shown by the bootstrap results.

The station static delays of fig. 11 span over 2 s. Comparing these results with the maps of synthetic tests and bootstrap analysis, the delays appear suitably resolved only in the central part of the model. As previously stated, the resolution power is strongly related to a full azimuthal ray coverage, but in general for well sampled stations the delays are much larger than the corresponding errors computed with the bootstrap method (fig. 8). In spite of this, as the Moho topography in this area is not smooth and the starting model is too crude, it is not possible to extrapolate a map of the Moho depth out of the station delay times (Hearn and Ni, 1994).

The differences observed between neighbouring stations might be related not only to relative crustal thickness variations and local crustal velocity changes, but also to systematic errors in the original travel time picks. Positive delays follow the outer side of the Alps and the North-Western Apennines where both a strong crustal thickening and the existence of light materials have been found. In contrast, negative delays are found at the margin of the Ligurian sea where the rising of the Moho has been suggested (Giese and Buness, 1992).

In the Western Alps, stations close to the Italian-French border exhibit strong negative delays that are not in agreement with the present knowledge of Moho depth; therefore they might be related to higher crustal velocities.
Fig. 11. Crustal station delays: the radius of the circle is proportional to the size of station delays.

6. Discussion and conclusions

The application of synthetic and bootstrap methods has demonstrated that the reliability of the inversion results can be better estimated using different approaches. In some cases the use of numerical simulations alone cannot guarantee that the tomographic images will not be misinterpreted.

Synthetic tests help to qualitatively define the resolution power related to the geometrical parametrization of the model and to the ray
path coverage, while the bootstrap quantification of delay times and velocity errors is sensitive to data errors. Obviously, bootstrap standard deviation cannot reflect errors derived by a wrong choice of the mean parameters of the starting model. Moreover, as the time term equation is considered efficient enough to resolve lateral velocity variations in the upper mantle in the presence of a smooth Moho topography, standard deviations of station delays cannot be used to estimate absolute errors in crustal thickness evaluation in such a complicated convergence plate area.

Despite these limitations, the application of this method to the high structural complexity of the investigated region has given interesting results that can be interpreted either in terms of crustal thickness lateral variation or as subcrustal velocity perturbations.

As deep crustal roots may act as impedimental structures for the P-wave propagation, the low velocity anomalies found in the Alpine region can be related to the crustal thickness, which reaches 55 km beneath the north-western side of the Alps and in Eastern Switzerland (Hitz, 1995). In this case anomalies are also in agreement with the strongest negative Bouguer anomaly (fig. 12) and with a positive slowness perturbation imaged by teleseismic tomography (Solarino et al., 1996).

The high velocity (approximately in direction NNE-SSW) that borders the eastern part of the Western Alps is related to an infracrustal high velocity body (Ivrea body); the wider dis-

Fig. 12. Contour map of the Bouguer anomalies from EGT data (Klingele et al., 1992).
tribution of this anomaly with respect to the gravimetric one might be ascribed to a defocusing effect of seismic rays due to the Moho surface undulations.

The crustal model proposed by Giese and Buness (1992), more recently revised by Kissling (1993) adopting a quality criteria to screen available geophysical data, entails the deepening of the Adria block beneath a thinned Ligurian crust down to 40-45 km in Western Liguria. This crustal setting could justify the lateral variation of $P_n$ wave velocity imaged in this area. The Ligurian sea shows high velocity, while the negative perturbations imaged beneath the Monferrato zone support the hypothesis of crustal doubling.

On the other hand, the normal $P_n$ velocity (less than 1% perturbation) found between the Ligurian and Corsican coastlines, might be determined by the prevailing effect of an upper mantle velocity of about 7.6-7.7 km/s as revealed by refractionprofiles (Egger, 1992) against a dome shaped Moho discontinuity rising up to 15 km depth. The possible existence of crustal indenting of the Ligurian sea mantle hypothesized in the North-Western Apennines (Giese and Buness, 1992; Laubscher et al., 1992) and also emphasized by tomographic studies carried out in the region (Solarino et al., 1996) may correspond to a low velocity zone aligned along the Tyrrenhian side and involving all the Apenninic sectors.

Moreover, the shape and dimension of this anomaly correspond to an anomalous rising of the Moho, characterized by a velocity of 7.4 km/s, depicted in a tectonic sketch map derived from seismic profiles (Boccaletti et al., 1985). Such anomaly borders on the North with the high velocity zone imaged beneath the center of the Po plain. Despite the wider negative Bouger gravimetric anomaly depicted in the region (fig. 12), this velocity behaviour could be related to the bending of the Padanian Moho deepening both in the Apenninic and Alpine sides.

This geometrical setting of the Moho, also confirmed by the experimental results of the EGT project (Scarsascia and Cassinis, 1992), can be related to a geodynamical evolution of the Alpine-Apenninic system consisting of the over-thrusting of the Apennines on the Po plain which is, at the same time, forced to underthrust the Southern Alps (Castellarin and Vai, 1986).

In conclusion, as also suggested by the general coherence between the $P_n$ wave anomalies and the Bouger gravimetric map, it is possible to affirm that, even if the adopted model represents a great simplification of the Earth structure, the obtained results are in agreement with previous geophysical studies meant to determine the Moho topography and the upper mantle velocities. Moreover the $P_n$ wave propagation anomalies imaged reveal the existence of possible crustal doubling beneath the Monferrato zone as also suggested by the analysis of seismic refraction profiles.

Only a complete knowledge of the current structural setting will make it possible to reconstruct the many geodynamical processes that have followed one another in such a small area from the Cretaceous period to the present day.
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