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Abstract

Fluids exert a strong physical and chemical control on local processes of rock fracture and friction. For exam-
ple they may accelerate fracture by stress corrosion reactions or the development of overpressure (a form of
positive feedback), or retard fracture by time-dependent stress relaxation or dilatant hardening (negative feed-
back), thereby introducing a variable degree of local force conservation into the process. In particular the valve
action of dynamic faulting may be important in tuning the Earth to a metastable state of incipient failure on all
scales over several cycles, similar to current models of Self-Organised Criticality (SOC) as a paradigm for
earthquakes. However laboratory results suggest that ordered fluctuations about this state may occur in a sin-
gle cycle due to non-conservative processes involving fluids which have the potential to be recognised, at least
in the short term, in the scaling properties of earthquake statistics. Here we describe a 2-D cellular automaton
which uses local rules of positive and negative feedback to model the effect of fluids on failure in a heteroge-
neous medium in a single earthquake cycle. The model successfully predicts the observed fractal distribution
of fractures, with a negative correlation between the predicted seismic b-value and the local crack extension
force G. Such a negative correlation is found in laboratory tests involving (a) fluid-assisted crack growth in
tension (b) water-saturated compressional deformation, and (c) in field results on an intermediate scale from
hydraulic mining-induced seismicity — all cases where G can be determined independently, and where the
physical and chemical action of pore fluids is to varying degrees a controlled variable. For a finite local hard-
ening mechanism (negative feedback), the model exhibits a systematic increase followed by a decrease in the
seismic b-value as macroscopic failure is approached, similar to that found in water-saturated laboratory tests
under controlled «undrained» conditions, and where dilatancy hardening is independently known to be a local
mechanism of negative feedback. A similar pattern is suggested from selected field observations from natural
seismicity, albeit with a lesser degree of statistical significance.

Key words self-organised criticality — fractals — magnitude law — remained a practical observa-
fluid-rock interactions — seismicity tion which lacked a good scientific explana-
tion. The implied scale-invariance of earth-
quake source dimension is also found else-

1. Introduction where in physics, for example in populations
of melt fraction or aligned magnetic moment

For many years one of the most basic and near a critical point (Bruce and Wallace, 1989).
universal properties of earthquake populations However these critical phenomena occur under
— the log-linear Gutenberg-Richter frequency- precise external conditions which require exact
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tuning of state variables such as the pressure
and/or temperature, in contrast to the more or
less universal observation of power-law scaling
in earthquake populations in different tectonic
provinces with variable heat flow, strain rate,
geological composition, age and the ratio of
seismic to aseismic deformation. This conun-
drum has recently been resolved by the sugges-
tion that earthquakes are an example of a Self-
Organised Critical (SOC) phenomenon, where
after an initial transient settling-in period, the
external variables (external stress in response
to a constant strain rate) reach a metastable
critical point, near failure everywhere, where
long-range order may result from strong local
interactions due to internal stress concentration
(Bak and Tang, 1989; Sornette and Sornette,
1989), and where avalanches of events occur
on all scales. In particular cellular automata
have been developed which model the macro-
scopic scaling properties of faults and fault
systems using constitutive laws based on rock
fracture or friction, the literature being domi-
nated by the Burridge-Knopoff (1967) spring-
block frictional slider model with velocity-
weakening constitutive laws (e.g. Carlson and
Langer, 1989). A mature description of fault-
ing and earthquakes as a self-organised critical
phenomenon, using a resistor network model
of elastic elements and including long-range
interactions, ‘is given by Sornette et al.
(1994a,b).

In all of these models the Earth’s brittle
crust is assumed to be dry, or that pore fluid
pressure and chemistry plays only a peripheral
role in the nucleation process. It is our con-
tention that the geological evidence for the ac-
tivity of pore fluids is sufficiently compelling
to require an investigation of their influence on
the state of criticality. For example we show
here that pore fluids may be active in (a) at-
tracting the overall system to a metastable state
near failure over several cycles through the
valve action of faulting and (b) producing or-
dered fluctuations in the scaling exponents in a
single cycle. The fluctuations in scaling expo-
nent are modelled with a cellular automaton
based on the rules of fracture mechanics, with
a feedback rule which includes the effect of lo-

cal dilatancy hardening prior to microcrack co-
alescence as a fault nucleation mechanism. The
model accounts for the observed behaviour in
laboratory tests with servo-control of constant
strain rate under the «undrained» conditions
(constant pore fluid mass in the deforming
sample). To place this work in context we first
review the various observations and attempted
modelling of the earthquake frequency-magni-
tude distribution over several cycles, and then
examine the evidence for fluctuations in the
scaling exponents in a single cycle.

2. Statistical mechanics of earthquakes

If earthquakes were a thermodynamic sys-
tem at equilibrium, then we might expect their
statistical mechanics to reflect a Boltzmann
(exponential) distribution of energy transi-
tions

p(E)dE = A exp (- E/E¥)dE (2.1

where p is a probability density of earthquakes
radiating an energy E, and by analogy E*
might represent the effect of a «tectonic tem-
perature», with greater relative occupancy of
the higher energy states for higher E*. In the
familiar world of open thermodynamic systems
at equilibrium E* is always positive, so that p
always decreases with increasing E. However
in closed systems far from equilibrium the sys-
tem may be driven to a state where p becomes
independent of E, implying infinite E*, or even
to a more energetic state (E* > o) where p in-
creases with E, implying negative E* (e.g. see
the discussion in Mandl, 1988, section 3.4. for
the case of paramagnetism). These three possi-
bilities are illustrated for a simple two-level
system in fig. la-c. None fits in with the gen-
eral observation of power-law scaling

p(E)dE = A E~®D (2.2)

usually expressed in seismology as the Guten-
berg-Richter frequency-magnitude law

logiy N(m) = a—b(m—m,) 2.3)
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(a) E¥>0 (b) E¥= o0 (c) E*< 0
E, —e—— ———o—
E, —o—o—o— ——o— o — ——

Fig. 1a-c. A schematic diagram of the occupancy of energy states at different £* for a Boltzmann distribution
of energy p (E) dE = A exp (— E/E*) dE in a closed system of two energy states with no degeneracy (replica-
tion) of either state: a) under normal conditions E* is finite and positive implying a greater probability of oc-
cupancy of the lower energy state E,, similar to thermodynamic systems; b) as the external energy is increased
the probability of occupation becomes equal in both states implying E* = o; c) as the supply of external energy in-
creases further occupancy of the higher energy state E, exceeds the ground state Ej, implying negative E*.

where 1992). For example fig. 2 shows that fractal
: scaling in the frequency distribution produces
— arallel scaling with the cumulative frequency
logi £ = cm+d @9 gvith the samegnegative slope b = B/c qat low
magnitudes, but results in curvature at high
magnitudes as the cumulative frequency rolls

off below this trend.
s O Main and Burton (1984) derived a gener-
N(m, 6m) = Ny J' 52 pm’)dm’  (2.5) alised relation combining the constraints of fi-
m- nite energy with the availability of progres-
sively more replication (degeneracy) of smaller
energy transitions, thereby combining (2.1) and

(2.2) in the form

The frequency

is the number of times an earthquake of magni-
tude in the arbitrary range (m—Sm/2, m+
+ 6m/2) occurs in a unit time interval, Ny is
the total number of earthquakes per unit time  p(E)dE = AE~® “Vexp (~E/E*)dE . Q2.7
interval in the catalogue above the threshold
m., and a, b, ¢ and d are scaling constants.
Earthquake statistics are often presented as a
cumulative frequency

This results in a generalised gamma distribu-
tion (e.g. Kagan, 1993) after integration

Erax
Nc¢ (M >m) =NTJ p(m’)dm’ (2.6) P(E) = L p(E")dE (2.8

where @ is the maximum magnitude. Cumula- with the constraints of finite mean energy

tive statistics are inherently smoother, and are

useful in seismic hazard analysis, but they may E_

obscure the detail of earthquake recurrence at <E>= j E'p(E’)dE (2.9)
high magnitudes where @ is finite (Main, E
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Fig. 2. A schematic diagram of the differences in
earthquake statistics for the case of an ideal Guten-
berg-Richter law. A straight line in the frequency
distribution implies curvature at high magnitudes in
the cumulative frequency. At low magnitudes the
two lines are parallel.

and unit total probability
Emax
PEw= | pE)aE=1. @10
Epin

The same approach may be adopted for the
seismic moment M, except that the scaling pa-
rameter d is different (Kanamori, 1978). The
seismic moment formulation allows a maxi-
mum entropy fit simultaneously to the two in-
dependent constraints of (a) mean magnitude
<m> from the short-term earthquake catalogue
and (b) the long-term seismic moment release
rate M, via (Main and Burton, 1984, 1986)
My M,

<My>= j MypMy)dMy=— (2.11)

M, Nr

and

<m>= jmm'p m')dm' . (2.12)

The gamma distribution (a power law in en-
ergy or moment with an exponential tail at
high magnitudes) fits large data sets well, for
example the earthquake magnitude catalogue
in the Mediterranean area (Main and Burton,
1984) and the Harvard moment catalogue for
the whole Earth (Kagan, 1993). By «large» in
this context we mean areas which have a spa-
tial extent much larger than the biggest earth-
quake rupture, so that 0 < E* <« E_,,, where
E .. Tepresents the energy of an event which
would break across the whole area of interest.
For catalogues with spatial dimensions more
similar to the largest earthquake (e.g. Southern
California) the form (2.2) holds, implying a
power-law (fractal) distribution with E* = E_,
or effectively E* = e, By analogy with fig. 1b,
this merely implies a distribution with an equal
probability of occupancy of each available en-
ergy level, so that the hierarchy of fault ele-
ments fails exactly once in each cycle, a prop-
erty also used by Rundle (1989) to derive the
Gutenberg-Richter law.

If the system is overdriven, i.e. there is ac-
tually an increase in the probability of occu-
pancy as we go to higher energy levels, then
we would expect a «characteristic» size effect,
with larger earthquakes being more common
than expected from extrapolating the fractal
trend of the smaller events, implying negative
E*. This state is characterised by a progres-
sively greater occupancy of the higher avail-
able energy states as in fig. 1c. By «character-
istic» we merely imply a peak in the probabil-
ity of a population of earthquakes, rather than
the exact repetition of individual events. A
characteristic peak is seen in the percolation
model for seismogenesis developed by Lom-
nitz-Adler (1985, 1988) and in the cellular au-
tomaton of Ben-Zion and Rice (1993), which
applies a depth-dependent constitutive be-
haviour to a 2D fault plane embedded in an
otherwise elastic medium, loaded from the side
by tectonic forces, and through an underlying
ductile lower crust. Such a characteristic peak
at scales limited only by the size of the model
is also seen in other examples of percolative
phenomena, and is known as a state of «super-
criticality» in the percolation literature (Stauf-
fer, 1985).
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Fig. 3a-c. Frequency-magnitude distributions corresponding to examples of the generalised gamma distribu-
tion of equation (2.7) with (a) positive, (b) infinite and (c) negative E* for field data from (a) the Eastern
Mediterranean, (b) Southern California and (c) Mount St. Helens, Washington. The original data are presented

in Main and Burton (1984) and Main (1987).

Characteristic size effects are often reported
in earthquake frequency-magnitude statistics
from catalogues dominated by single faults or
fault segments, and where the historical or geo-
logical record contains a sufficient number of
events at high magnitude to see the effect
(Schwartz and Coppersmith, 1984; Ward,
1992). The 1980 eruption of Mount St. Helens
also produced a strong, statistically significant
characteristic peak due to the narrowing of the
brittle zone to 2 km by the raised isotherms
above the magma chamber, limiting earth-
quakes to a characteristic magnitude of 5 or so
(Main, 1987). The latter example is a good il-
lustration of the a finite, overdriven or «super-
critical» system, where the rate of energy input
from magma injection exceeded the ability of a
finite fractal hierarchy of faults to dissipate
the available energy by a single event in each
cycle.

Figure 3a-c shows type examples from field
data of the different forms of the frequency-
magnitude distribution predicted by eq. (2.7)
for (a) positive, (b) infinite and (c) negative
E*. A similar range of possibilities for the fre-
quency-magnitude distribution at high magni-
tudes (i.e. (a) exponential — (b) fractal — (c)
characteristic) is seen in several of the more re-
cent cellular automata modelling earthquakes
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(Lomnitz-Adler, 1993; Rundle and Klein,
1993) and in the frequency-volume statistics of
avalanche processes in general (Ceva, 1993;
Carlson et al., 1993). For the earthquake slider-
block models true SOC emerges only for sys-
tems exhibiting weak annealed (i.e. permanent)
heterogeneity in the strength of individual ele-
ments (Rundle and Klein, 1993), or for those
exhibiting low (partial) stress drop (Lomnitz-
Adler, 1993). For «critical» systems where
these conditions do not hold, the sensitivity of
these models to external conditions such as the
driving plate velocity (Rundle and Klein, 1993)
implies that they are not strictly SOC phenom-
ena. SOC only emerges for low heterogeneity
(or low local stress drop), where the behaviour
is fractal with a scaling exponent b or B inde-
pendent of the external conditions (Sornette
et al., 1994b).

3. Fluctuations in scaling exponents

We have seen above that the form of the
frequency-magnitude distribution — averaged
over several cycles of macroscopic failure —
may vary according to the rate of external en-
ergy input compared to the available area for
energy dissipation in a single cycle of macro-
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scopic failure. SOC is only seen when no
strong characteristic length is present, when the
initial strength heterogeneity is either not
strong or not persistent, and when the largest
earthquake just percolates across the entire
area of interest in a single cycle. Under these
conditions the behaviour is fractal, with a uni-
versal, time-independent scaling exponent cor-
responding to b = 1. However systematic fluc-
tuations in b-value are sometimes associated
with individual large earthquakes (Smith,
1980, 1986), often associated with temporal
changes in scattering attenuation (Jin and Aki,
1986) or fractal clustering of epicentres (Hen-
derson et al., 1992). There are two models
which may explain this ordered fluctuation, by
(a) systematic fluctuations in external condi-
tions (stress, strain or moment rate applied to
the model boundary) for the case of strong het-
erogeneity (e.g. Rundle and Klein, 1993), or
(b) fluctuations in the local degree of conserva-
tion of force in non-conservative cellular au-

Fig. 4a-c. Systematic variations of the seismic
b-value with the crack extension force G for the case
of: a) quasi-static crack growth by stress corrosion
under tensile loading in the laboratory (Meredith
and Atkinson, 1983; Meredith et al., 1990), where K
is the stress intensity, K, is the fracture toughness
and K < VG (Atkinson, 1987); b) microcrack growth
prior to compressional failure under experimental
conditions of constant pore fluid mass, and where
the mean crack extension force <G> is inferred
from a modified Griffith criterion for fractal damage
(Main, 1991; Main et al., 1993); and c¢) hydraulic
mining-induced seismicity, after Xie and Pariseau
(1991), original data from Sato ez al. (1986), where
G was measured from the total seismic energy re-
leased divided by the total mined-out area producing
the rock debris. In (a) and (c) the b-value was esti-
mated by least squares, and in (b) by the maximum
likelihood technique. The magnitude scales are
equivalent throughout since the acoustic emission
magnitudes (in dB) in (a) and (b) were divided by a
factor 20 to obtain an equivalent M, to that used by

‘Sato et al. (1986). For comparison with the results
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of (a), those in (b) and (c) are plotted against

G, and the y-axis also shows the exponent D of
the crack length distribution, so that B = D/3 or
b = DI/(3¢).



Positive and negative feedback in the earthquake cycle: the role of pore fluids on states of criticality in the crust

tomata for weak heterogeneity (e.g. Olami
et al., 1992). Such fluctuation in individual cy-
cles may also be allowed in a state of SOC as
long as the average properties over several cy-
cles are preserved.

In the cellular automaton model of Olami
et al. (1992) a negative correlation is found be-
tween the seismic b-value and the degree of
conservation, 40, measured by the fraction of
force redistributed to the 4 nearest neighbours
after a single element fails, so that 0 < 4 < 1.
b-values near 1 are only produced in this vari-
ant of the Burridge-Knopoff model when 4o =
0.8, implying a finite amount (20%) of anelas-
tic dissipation (non-conservation of local
force). Figure 4a-c (after Main er al., 1994)
shows three examples of a similar negative
correlation between b and an independently-
measured Griffith crack extension force, de-
fined by G = dU/dA, where U is the external
mechanical energy and A is the crack surface
area. In all of these examples — laboratory tests
in tension or compression, and field results
from hydraulic mining-induced seismicity —
the mechanism of non-conservation is known
to involve the physical or physico-chemical ac-
tivity of pore fluids. The results all suggest that
the greater the degree of local force conserva-
tion (higher G), the greater the potential for a
larger avalanche in an individual event, and the
lower the b-value of the population as a
whole.

Effective dissipation of the normalised
crack extension force G/G. may occur by
physico-chemical effects such as stress corro-
sion (Atkinson and Meredith, 1987), or by
crack blunting in the form of a plastic «process
zone» of distributed damage ahead of the crack
tip (Barenblatt, 1962). In both cases an individ-
ual fracture may propagate quasi-statically at
values less than the value G, for the dynamic
failure of the specimen of interest (usually this
is called «subcritical» crack growth (G < G.)
as opposed to «critical» (G = G,) but here we
shall refer to these phenomena respectively as
«quasi-static» or «dynamic» crack growth to
avoid possible confusion with critical point
phenomena). The parameter which matters is
not the absolute value of G, but its relative
value G/G,, because G, tends to increase with

fracture size, from 1 J m™2 in laboratory frac-
ture to 10* T m™2 in earthquakes (Scholz, 1990).
Fluctuations in the conservation parameter
0 < G/G, < 1 due to local time-dependent pro-
cesses could in principle produce ordered fluc-
tuations about the state of criticality with pre-
dictive power at least in the short term in an
individual cycle (in practice a minimum value
of G/G, above 0 will be required for physico-
chemical processes with a finite activation en-
ergy; Atkinson and Meredith, 1987). Unfortu-
nately, the quantity and quality of the data
presently available, even in earthquake zones
of very low seismic attenuation and good sig-
nal to noise ratio, are often insufficient to al-
low the unequivocal observations of such pre-
cursors before (or even after) any major event
(Scholz, 1990).

The above discussion has shown that a wide
variety of local processes produce the same
overall statistical properties on a macroscopic
scale, so that the models so far produced do
not always have strong powers of discrimina-
tion. For example in all of the models large
events in the form of runaway «avalanches»
are produced due to strong positive feedback
between the failure of one element and the im-
mediate loading of its neighbours. Neverthe-
less, most models are forced to introduce some
arbitrary form of negative feedback, in the
form of finite anelastic dissipation at a local
scale, in order to account for the observed scal-
ing exponents of natural seismicity (particu-
larly the seismic b-value). In the next section
we consider more explicitly the influence of
pore fluids on the mechanisms of feedback in
the crust, and their potential to introduce or-

dered fluctuations about the state of SOC.
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4. Influence of pore fluids
4.1. Over several cycles

Earthquakes occur because of slip on faults
loaded at a relatively constant strain or mo-
ment rate by plate tectonics. Faults also act as
conduits for fluids (Sibson, 1977, 1981), pro-
duced either by metamorphic reactions in the
lower crust and mantle (Kerrich, 1986), or by
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the recycling of water subducted in wet sedi-
ments and in hydrous mineral phases (Nur and
Walder, 1992). The relative impermeability of
crystalline rock, and the possibility of pressure
seals on fault walls, implies that pore pressures
may become elevated above hydrostatic to val-
ues approaching lithostatic at depths in excess
of a few km, as often seen in the prospecting
for hydrocarbons (Sibson, 1990). This is con-
sistent with the relatively small changes in ef-
fective stresses which are required (of the or-

A
2 e
£ 1
n
e
2
v 7

der 1 bar or 0.1 MPa), for example due to pore
pressure changes during hydrocarbon extrac-
tion or dam impoundment, to induce earth-
quakes in the upper crust on timescales of 5-10
years or so (Segall, 1989; Scholz, 1990). It is
however important to recognise that the trigger
here is not just the simple poroelastic effect il-
lustrated in fig. 5, but the effect of local
changes in p inducing additional stresses as the
surrounding volume of rock collapses into (or
expands from) the resulting pressure draw-

3

6, Normal Stress

Fig. 5. A simple diagram showing the mechanical effect of a change in pore-fluid pressure on the likelihood
of failure, using the Mohr circle concept with the predicted Griffith failure curve at low confining stress and
Coulomb friction at higher stresses. If the pore pressure p increases the effective stresses are reduced to
(01— p, 03— p), the Mohr circle moves nearer to failure envelope and a mechanism involving some opening
displacement. This is an example of positive feedback, and is important in the valve action of faulting. If the
pore pressure reduces, say because of local dilatancy, the Mohr circle moves away from the failure curve, im-
plying a negative feedback.
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down or increase. For example the seismicity
induced during hydrocarbon extraction tends to
be above and below the reservoir volume
rather than inside it (Segall, 1989).

Although the explicit presence of pore flu-
ids is not required to produce SOC, there is
compelling evidence that fluids do exert a
strong control on the local dynamics in the
Earth. For example Rice (1992) showed that
the relative and absolute weakness of the San
Andreas fault could be attributed to fluid over-
pressure on the fault, both compared to the hy-
drostatic value and to that of the surrounding
country rock. This suggestion has recently
been confirmed by Chester et al. (1993), who
examined fault gouge from boreholes drilled
through the San Andreas fault. Direct evidence
for fluid overpressure at earthquake nucleation
depths comes from the presence of hydrother-
mal veining (Sibson er al., 1988), and from
fluid trapped in inclusions in fault rocks under
conditions characteristic of the middle crust
(Hodgkins and Stewart, 1994). The rate of
fluid pressure build-up on earthquake faults in
the fold and thrust belt of the transverse ranges
of California has been estimated as about 0.1
bar per year (Keller and Loaciga, 1993), quite
significant compared to the few tens of bars in-
volved in coseismic slip in general, and quite
sufficient to explain the recurrence times of
earthquakes in this particular area. All of these
recent quantitative studies suggest that fluid
overpressure is a more than plausible mecha-
nism of moving the crust to a state of SOC, al-
though none of these effects have been explic-
itly included into any of the critical models for
seismogenesis described above.

A full solution of the coupled poroelastic
problem requires models which reflect a simul-
taneous dynamic balance between (a) the input
and release of tectonic strain energy, and (b)
fluid flux into and through the upper crust. A
plausible coupled mechanism is faults acting as
fluid pressure «valves» during seismic slip
(Sibson, 1990). This mechanism involves tran-
sient permeability on the fault during seismic
slip, which is destroyed rather rapidly after
rupture ceases. Possible self-sealing mecha-
nisms of deformation include the crack-seal
mechanism at higher temperatures (Ramsey

and Huber, 1987), and by processes involving
the creation, comminution, compaction or the
dissolution and redeposition of fault gouge
during fault slip and the associated cataclastic
deformation (Blanpied er al, 1992; Olsson,
1992). Simple dimensional calculations show
that fault valving could dehydrate the crust
without fluid supply from the mantle in
10°-107 years, rising to 108-10° years when
fluid supply from the subduction of oceanic
crust is included (Nur and Walder, 1992).
These calculations imply that an elevated pore
pressure gradient could be maintained for long
time periods over several thousand cycles of
individual large earthquakes. In the «steady
state» representing SOC, the upper crust would
be held near criticality just below the stress re-
quired for macroscopic dynamic failure, as a
coupled dynamic balance is formed between
the fluid supply/discharge and tectonic strain
energy input/release. This coupled mechanism
is plausible since the percolation threshold for
fluid flow is an exact map to the critical point
(Bruce and Wallace, 1989).

4.2. In a single cycle

The valve action of faults is an example of
positive feedback in the earthquake cycle, in
the sense that the presence of fluid overpres-
sure brings the overall system nearer failure
(mechanical softening). This occurs because of
a reduction in the effective stress 0, = o—p,
where p is the pore pressure, moving the sys-
tem nearer the composite Griffith-Coulomb
failure envelope (fig. 5). Alternatively we may
represent this as an increase in the relative
crack extension force G/G,. If the pore pres-
sure is locally reduced, e.g. because of local
dilatancy, then the system moves away from
failure, representing a local negative feedback
process (hardening), or a decrease in G/G..
Figure 6ab shows direct experimental evi-
dence for the effect of changes in pore volume
and pore-fluid pressure on the state of critical-
ity in a single cycle of deformation, after Sam-
monds et al. (1992). In experiment (a) the pore
fluid pressure in the sample volume was held
constant by servo-control, representing defor-
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Fig. 6a,b. Laboratory results for the compressional failure of an intact specimen of Darley-dale sandstone un-
der conditions of (a) constant pore fluid pressure and (b) constant pore fluid mass, after Sammonds et al.
(1992). In each case the upper diagram shows the applied differential stress 6; — 03 and the pore fluid pressure
p and the lower diagram shows precursory fluctuations in the seismic event rate and the b-value calculated by
the maximum likelihood (entropy) technique from the recorded acoustic emissions. Note that local dilatancy
extends the strain softening phase, marked by the vertical dashed lines, and leads to an temporary increase in

b-value.

mation in relatively permeable or «drained»
conditions. In experiment (b) the pore fluid
mass in the sample volume was held con-
stant, representing relatively impermeable or
«undrained» conditions. In undrained condi-
tions the pore pressure initially rises due to
compaction of the sample and a reduction in
pore space, and then declines as local dilatancy
due to microcracking creates new voids within
the rock sample for the overpressured fluid to
drain into. The phase of inferred dilatancy is
marked by a sharp deceleration in acoustic
emission event rate, a temporary increase in

b-value, and delayed failure compared to the
«drained» test — all aspects of the «negative
feedback» of crack-opening displacement in
relatively impermeable rock in a compressional
stress field. Local dilatancy might also be ex-
pected on initially mated fault surfaces during
the initial stages of slip (Rudnicki and Chen,
1988). With the exception of the model pre-
sented here, this local hardening effect has not
yet been included in cellular automata mod-
elling earthquakes.

In addition to these purely mechanical ef-
fects, time-dependent stress corrosion reactions
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may produce accelerating crack growth be-
cause of a reduction in the energy required to
propagate a crack by the physico-chemical
weakening of material at the crack tip. For ex-
ample quartz is substantially weakened by
aqueous fluids of alkaline or neutral composi-
tion (Atkinson and Meredith, 1987), and there
is good geological evidence for the occurrence
of stress corrosion reactions at earthquake nu-
cleation depths (Kerrich et al., 1981). As G/G,
increases (because of mechanical weakening
through decreased G., or increased G due to
accelerated crack growth) a positive feedback
may be introduced into the local physics of
crack growth, eventually leading to instability
even under constant external loading (Das and
Scholz, 1981). Such time-dependent crack
growth has been applied as a local mechanism
of failure in a statistical model of earthquake
foreshocks incorporating geological hetero-
geneity by Sornette er al. (1992).

5. Modelling the effect of fluids on the state
of criticality in a single cycle

In this section we summarise the results
from a model which attempts to incorporate
the effect of fluids on earthquake statistics over
a single cycle of macroscopic failure (Hender-
son et al., 1994). We do not solve the complete
poroelastic problem, but instead apply local
rules from a damage mechanics formulation to
approximate the effects of positive and nega-
tive feedback on crack growth on a 2-D cellu-
lar automaton. We use a square grid of ele-
ments with interactions between the four lat-
eral and four diagonal neighbours taken into
account. For small cracks of semilength ¢ (rep-
resenting either crack opening or a small
amount of in-plane shear displacement) we

might expect a growth rule of the form (Costin,
1983):

K= 09 \mo 5.1)

where K is the stress intensity (proportional to
the square root of the crack extension force G;
Atkinson, 1987), and d is the size of a charac-

teristic «domain» of time-dependent stress re-
laxation or dilatant hardening due to the fluid-
rock interactions described above. Once the
crack has nucleated the stress intensity K (and
hence the velocity of crack growth) eventually
decreases with increasing crack length c. This
local negative feedback leads to a reduced
probability of future failure at that site, making
it more likely that the next event will occur at
a different nucleation site. Eventually the sam-
ple becomes peppered with a distributed array
of fractures where there is a strong possibility
of crack-crack interaction and coalescence. For
example for a periodic array of cracks of
semilength ¢ and centre-centre spacing r

Tc
K= t —_
o\j( )

(Koiter, 1959; Rudnicki and Kanamori, 1981).
Here the crack growth rule always has the
form of a positive feedback between crack
growth and an increase in stress intensity or
crack growth velocity, leading to a runaway in-
stability as ¢ — r. In the cellular automaton we
approximate these rules by updating the local
effective fracture toughness for a unit time step
of the form K, (t;,) = f(n) K. (t;) where

5.2)

fmy=1

f(n) = {1 +pe(%)}e(_7'g) n=1,8
5.3)

where 7 is the number of failed elements sur-
rounding the given square, and p > 0 is an ar-
bitrary negative feedback parameter which in-
creases with local hardening or stress relax-
ation. As n increases f (n) first increases up to
a maximum at 1-2 elements for 0 < p < 5 and
then decreases, leading to a transition from lo-
cal negative feedback (f > 1) to positive feed-
back (f < 1) in the local mechanics (Henderson
et al., 1994). The empirical factors 4, 16 and
20 were taken as constant, and were chosen to
reflect a maximum local hardening factor f = 4
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Fig. 7. Upper diagram: a snapshot of a fracture mechanics model for Failure using the local rules of positive
and negative feedback described in the main text. The fracture toughness field K, (i, /) is shown in tones of or-
ange, with lighter shades implying tougher elements, and broken elements are shown in black. Lower diagram:
lustration of the use of a CM subroutine to count the fracture areas, shown here in different colours,
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for 1-2 failed neighbours with 0 < p < 5, and a
maximum softening factor of f= 0 for 8 failed
neighbours, irrespective of p. The feedback
function f(n) has the property of decreasing
K/K, for small, isolated crack elements in the
cellular automaton, but increasing K/K,. for
larger cracks. As such f(n) provides a qualita-
tive behaviour grossly similar to (5.1) and
(5.2), but does not reproduce all of the impor-
tant aspects of crack-induced stress, such as
anisotropic stress concentration at crack tips in
cracks with low aspect ratio (our model has
isotropic properties, apart from the effect of the
square grid). At this stage of modelling, the
feedback parameter also applies ony to a maxi-
mum of 8 nearest neighbours, and does not in-
clude long-range interactions. As such our me-
chanical model, in common with all cellular
automata, are consistent only with the gross
properties of the dynamical system, their main
advantage being the more realistic degree of
complexity allowed. Here the fracture tough-
ness field is initialised to a random fractal dis-
tribution, to account for the known scale-in-
variance of geological heterogeneity, and the
stress increased uniformly across the 2-D sur-
face in each time step. Once an element fails
(K/K,>1) it remains failed. In this respect the
model applies only to a single cycle of failure,
or to time steps short compared to the healing
time for strength recovery across fault or crack
surfaces. Apart from the crucial difference of
the feedback rules for local fracture, the model
is similar to that of Huang and Turcotte
(1988).

Figure 7 (upper diagram) shows a snapshot
of the early stages of damage in this model
with increasing stress, for a cellular automaton
comprising a grid of 512 by 512 nodes, a
calculation made possible in reasonable
timescales by using a multiply parallel com-
puter (a Connection Machine CM-200) using a
parallel programming language (CM FOR-
TRAN). The toughness field is shown in tones
of orange, with brighter shades representing
tougher elements. Individual cracks (failed ele-
ments) are shown in black, and comprise a
population of coexisting small isolated cracks
and larger fractures formed by crack coales-
cence. The isolated cracks are surrounded by

bright «halos» representing a local hardening
or increase in effective toughness for p > 0,
whereas the larger cracks are surrounded by
darker shades representing softening due to
stress concentration. Although the physics of
crack propagation (eqs. (5.1), (5.2)) is only ap-
proximated by the local rules (5.3), the model
pattern of distributed damage appears realistic
compared to natural in-plane fracture systems
because the large number of elements in the
fracture toughness field allows the geological
and mechanically-induced complexity of the
system to be modelled adequately. The lower
diagram of fig. 7 gives an example of a CM
subroutine which has been used to identify in-
dividual connected clusters by assigning the
highest initial toughness to a set of connected
failed elements by a recursive comparison of
nearest neighbours. This common number is
used to display the clusters in different colours,
and can be used to characterise the spatial
statistics of the fracture set (i.e. the b-value and
fractal capacity dimension).

Figure 8 shows the effect of increasing neg-
ative feedback (increased p) on the frequency-
magnitude distribution, assuming that magni-
tude m scales logarithmically with the con-
nected fault area A of an individual cluster
(m = log A). The effect of increased p is exactly
analogous to increasing dissipation (decreasing
o) in the non-conservative cellular automaton
model of Olami er al. (1992). The negative
correlation between locally increased K/K,. (ob-
tained by decreasing p or increasing — p) and
the seismic b-value is similar to that seen in
the examples given in fig. 4a-c where fluid-
rock interactions are known to be active. Fig-
ure 9 shows how the b-value changes with
time as the driving stress is increased for dif-
ferent values of p. For p = 0 (local positive
feedback only) the b-value decreases rapidly
and monotonically, similar to the model of
Huang and Turcotte (1989) and exactly as ob-
served in the later stages of the «drained» test
shown in fig. 6a. However for increased p (in-
creased local negative feedback) failure is pro-
gressively delayed, and a temporary increase in
b-value is observed, similar to the «undrained»
test in fig. 6b, where dilatancy hardening is in-
dependently known to be the local mechanism
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Graph of log N against magnitude, m
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Fig. 8. Average statistical properties of the model at the same remote stress level for different values of the
feedback parameter p. Upper diagram: the predicted frequency-magnitude statistics. All models exhibit a char-
acteristic peak at low magnitudes, a fall-off at high magnitudes and fractal behaviour in the intermediate range.
Lower diagram: variation in the seismic b-value with increasing levels of force conservation (lower p or
higher — p). This diagram may be compared to results from the cellular automaton of Olami ef al. (1992).
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Fig. 9. Fluctuations in model seismic b-value in response to increasing external stress for different p. For no
local negative feedback (p = 0) the b-value decreases with increasing stress, similar to the results of fig. 6a.
For finite negative feedback (p > 0) the b-value shows a temporary increase, followed by a sharp decrease,

similar to the results of fig. 6b.

of negative feedback. At earthquake nucleation
depths fault rocks are likely to be generally rel-
atively impermeable, exhibiting transient per-
meability only at the time of failure, so that the
undrained tests (implying p > 0) are more
likely to be realistic. A precursory pattern of
increasing b-value followed by a short-term
decrease has indeed been observed prior to a
large number of earthquakes with varying de-
grees of statistical significance (Smith, 1980,
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1986; Meredith et al., 1990). Figure 6b is the
only observation we are aware of a precursory
increase/decrease in b due to pore fluid effects
in laboratory tests, made possible only by the re-
cent advent of good independent servo-control on
the strain rate and pore fluid pressure or mass in
the rock sample. These conditions are essential
for reproducing the conditions of strain softening
under relatively undrained conditions applicable
in the Earth over much longer timescales.
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6. Local dilatancy and small-scale
characteristic effects

In the introduction we concentrated on vari-
ations in the frequency-magnitude distribution
at intermediate and high magnitude. The re-
sults of figs. 7 and 8 suggest that the low-mag-
nitude end of the distribution may also take on
a form different from the Gutenberg-Richter
law. Lomnitz-Adler (1985) modelled earth-
quakes as a percolation process involving a bi-
modal population of «strong» and «weak» as-
perities, and found a characteristic peak at both
high and low magnitudes (corresponding re-
spectively to the «percolation cluster», limited
by the finite size of the model, and to the
model cell size). In contrast Rundle ( 1993)
showed that the finite thickness of the anelastic
zone around a fault plane also leads to a char-
acteristic size effect, but with a reduction in the
frequency at low magnitudes relative to the
Gutenberg-Richter law. Thus the low magni-
tude end of the distribution could in practice
‘have a similar range of behaviour to that
shown in fig. 3a-c at high magnitudes. In our
model there is a characteristic peak at low
magnitudes due to the influence of a local rule
of negative feedback, corresponding to a do-
main size d between 1-2 elements, depending
on the value of p.

It is important to emphasise that in our
model dilatancy or time-dependent stress relax-
ation is a local phenomenon, the effect being
to introduce a «grain» scale slightly larger than
the cell size for p > 0. The model shows that
such local laboratory-derived constitutive rules
need not be expected to apply on simple renor-
malisation to a larger scale, mainly due to the
degree of complexity involved. For example
the dilatancy-diffusion model for earthquake
precursors (Scholz et al., 1973) is a classical
case of a linear extrapolation of laboratory re-
sults which appears to be inappropriate on a
crustal scale, even though it is confirmed even
for the most recent laboratory tests (fig. 6b). In
any case we await the arrival of more record-
ings of seismicity under improved signal/noise
ratios for small earthquakes from deep bore-
hole sites (e.g. Abercrombie and Leary, 1993)
in order to examine any low-magnitude «char-

acteristic» behaviour more closely, before any
further modelling of how such effects may un-
derpin the behaviour observed on a larger
scale.

7. Discussion: implications for seismic
hazard analysis

The various models and results described
above leave open the question of the pre-
dictability of individual earthquakes. Over a
single cycle we have shown theoretically and
experimentally that pore-fluid effects may lead
to systematic precursors to macroscopic failure
under conditions of strong annealed hetero-
geneity and total stress drop. Shaw, Carlson
and Langer (1992) have even produced models
without either where coherent precursors are
nevertheless generated. However the data on
which such behaviour can be tested for large
earthquakes is often still suggestive, and few
statistical analyses of global data sets are avail-
able to test if individual earthquake precursors
reported in the literature are not just the result
of a judicious or fortuitous choice of data sets
— which may contain inherently large fluctua-
tions over short timescales precisely because of
the critical nature of the process. The main
problem remains the lack of good-quality ob-
servations of precursors on which to test any
model for systematic precursors to large earth-
quakes (Scholz, 1990).

However the implications for seismic haz-
ard analysis are much clearer. The first and
most important assumption in any seismic haz-
ard analysis is that the average properties of
past record of instrumental, historical and
palaeoseismic data is a good predictor of the
future recurrence. This assumption of «station-
arity» now has a sound physical basis if earth-
quakes are a SOC phenomenon — ie. the
steady-state of criticality is represented by a
dynamic equilibrium over several earthquake
cycles of strain energy input and dissipation
(and as we have argued coupled to pore fluid
input and flux). Thus it is extremely important
to use as long a record as possible in predicting
the future hazard, preferably involving several
cycles and palaeoseismic data. A type example
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of SOC emerging from a statistical mechanical
model with known moment release rate com-
pared to such a long-term data set is Southern
California (fig. 3b, after Main and Burton,
- 1984), where an extrapolation of short-term in-
strumental data confined by the observed seis-
motectonic slip rate using eqs. (2.11) and
(2.12) produced a good match with the inde-
pendently-derived palacoseismic recurrence
found by Sieh (1978). The recent models for
criticality in the Earth described in the intro-
duction show that such a «maximum entropy»
or «information theory» approach now has a
wider physical justification, exactly analogous
to the equivalence established by Jaynes
(1957) between information theory and statisti-
cal mechanics in thermodynamic systems.

Figure 3a-c throws up an interesting possi-
bility of the rather subjective choice of seismo-
tectonic area having a strong influence on the
form of the frequency-magnitude distribution,
with large areas typically exhibiting an expo-
nential tail to the distribution, medium-sized
areas exhibiting fractal statistics, and small ar-
eas concentrated around particular faults hav-
ing a characteristic peak at high magnitudes. It
is well known that different experts habitually
choose different schemes for seismic zoning in
earthquake hazard analysis (e.g. Reiter, 1991),
but not that such a subjective choice may
strongly influence the form of the frequency-
magnitude distribution.

8. Conclusions

Pore fluids exert a strong mechanical and
chemical influence on the local constitutive
laws and scaling exponents during single cy-
cles of rock deformation in the laboratory.
Fluid-rock interactions are also known to be
important in transient man-made «experi-
ments» conducted at an intermediate scale dur-
ing hydraulic mining, dam impoundment and
hydrocarbon extraction. Even though such con-
stitutive laws do not necessarily scale simply
to a crustal level the geological and geochemi-
cal record is replete with independent evidence
for the mechanical and chemical influence of
pore fluids on the development of faults and

fractures on an outcrop scale. In all cases the
fluid-rock interactions are strongly coupled to
the mechanical behaviour of the sample on a
macroscopic scale through competing mecha-
nisms of positive and negative feedback (re-
spectively hardening or softening processes)
not yet commonly found in cellular automata
modelling earthquakes. In particular the valve
action of faults as intermittent pressure seals
may persist over several thousand earthquake
cycles, so fluids may be an important self-tun-
ing mechanism for criticality in the earth’s up-
per crust, even though their presence is not ex-
plicitly required to produce SOC. Implicitly
most successful models of SOC apply an em-
pirical but arbitrary dissipative parameter
which we have shown has the same effect
as pore fluid-related feedback mechanisms
would have on varying the Gutenberg-Richter
b-value. For example even the preliminary
model presented here reproduces the observed
negative correlation between increasing nor-
malised crack extension force and seismic
b-value found for stress corrosion in tensile
laboratory tests, in undrained compressional
tests and during hydraulic mining-induced seis-
micity. For finite negative feedback due to
local dilatancy hardening or time-dependent
stress relaxation, the model predicts the ob-
served temporary increase in b-value observed
during undrained laboratory tests and as a pre-
cursor to several crustal-scale earthquakes.
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