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ABSTRACT
This paper computes heat (cold) waves for four homogeneous tempera-
ture regions over west Africa based on excess heat (cold) index and heat 
(cold) stress. Era Interim daily minimum and maximum temperature 
data, National Centers for Environmental Prediction-National Center for 
Atmospheric Research Reanalysis mean daily sea level pressure, 850 hPa 
winds and 500 hPa geopotential height are used as the surrogate observed 
data while simulated data are outputs of  three Coordinated Regional 
Climate Downscaling Experiment models (CNRM-ARPEGE, SMHI-R-
CA and UQAM-CRCM). Heat (cold) wave is calculated for 2001-2008 
with respect to 1989-2000 reference period. Findings show that heat wave 
fluctuates with Inter-tropical Convergence Zone (ITCZ) from Guinea-Sa-
vannah (GS) region in February-March to the Western Sahel between 
June and August. Frequency of  heat wave is fairly stable except in 2007 
and 2008 when it increases. The amplitude of  heat wave increases from 
2001 to 2008, probably due to global warming. With respect to the rea-
nalysis; CNRM-ARPEGE, SMHI-RCA and UQAM-CRCM all simulate 
comparable spatial and temporal variations in heat waves. However, 
SMHI generally overestimates the magnitude of  heat waves. The models 
also simulate cold waves similar to Era Interim except at GS. Persisten-
ce of  warm (cold) low (high) pressure center at the surface and warm 
(cold) high (low) pressure center at the mid troposphere over a particular 
area increases the frequency of  heat (cold) wave. Variations in magnitude 
of  pressure gradient control the amplitude of  the waves. Southeasterly 
surface wind intensifies during heat waves events while northerly and 
northeasterly surface winds prevail during cold wave events.

1. Introduction
There has been more temperature increase in the 

northern hemisphere than southern hemispheres over the 
last century since the 1950s [Rebetez and Reinhard, 2008]. 
Positive and negative temperature extremes usually have 
negative impacts on hydrological processes, society, eco-
nomy, ecosystems, and on human health [Parmesan et 

al., 2000]. West Africa as a tropical region experiences hot 
weather and climate throughout the year. The weather 
and climate are affected by the fluctuations of  both In-
ter-tropical Convergence Zone (ITCZ) and Sahara Ther-
mal Low (STL) [Adeniyi, 2014a]. The fluctuations result 
in, intra-annual variations of  temperature with a peak in 
the summer between July and August at the Sahel. Lavays-
se et al. [2009] observed that the ITCZ and STL remain 
quasi-stationary during the months of  July and August at 
their northernmost limit of  around 22°N. This may lead 
to uncomfortable heat stress especially in years when the 
peak is higher than the climatology period. The weather 
and climate variabilities experienced in the recent times 
have aroused the interest of  researchers in investigation 
of trends in temperature variability and extremes in the 
tropics. However the studies only cover a limited part 
of  West Africa. New et al. [2006], for instance, included 
four Nigerian stations in a regional extreme temperature 
study. Eludoyin et al. [2014] also analyzed trends in tem-
perature variables in Nigeria. In addition, Oguntunde et 
al. [2012] analyzed trends in temperature time series over 
Nigeria for the period 1901 - 2000. They found warming 
during the period 1930 - 1941 and 1981 - 2000, but cooling 
in the period 1901 - 1929 and 1942 - 1980. Furthermore, 
[Abatan et al., 2015] found significant increase in the fre-
quency of hot extreme and reduction in frequency of cold 
extreme events, higher annual trend in warm night during 
June-August (JJA) and September-November (SON) than 
other seasons at the Guinea coast and Sahel in Nigeria. A 
study on changes in indices of  daily temperature and pre-
cipitation extremes in Northwestern Nigeria also reported 
significant increase in temperature indices that are related 
to temperature increase [Abdussalam, 2015]. Gbode et al. 
[2015] studied the changes in extreme temperature and 
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precipitation indices in Kaduna (Northern Nigeria). They 
found warming trends, increase in number of cool nights, 
more warm days; strong increase in the number of warm 
spells, slight increase in annual total rainfall and changes 
in the maximum number of extremely wet days. In West 
Africa, Mouhamed et al. [2013] investigated the trends 
in extreme temperature and precipitation over the Sahel 
from 1960-2010. They found negative trend in frequency 
of cool nights, increase in frequency of warm days and 
spells, reduction in annual total rainfall and maximum 
number of consecutive wet days. All these findings sug-
gest that further studies should be carried out on heat and 
cold waves variations over West Africa. Regional clima-
te models should also be used to carry out this study to 
determine the applicability of  such models to the future 
projection of heat and cold waves over West Africa becau-
se of  the possible disastrous impacts of  such in any locality 
[Guirguis et al., 2014; Parmesan et al., 2000].

Heat wave is an extended period of excessively hot 
and sometimes also humid weather relative to normal cli-
mate patterns for the seasons in a certain region. It causes 
temporary modifications in lifestyle and may have adver-
se health effects on the affected population depending on 
the intensity [Robinson, 2001]. Heat kills by pushing the 
human body beyond its limits. In extreme heat and high 
humidity, evaporation is slowed and the body must work 
extra hard to maintain a normal temperature. On the 
other hand, a cold wave can be defined as a sudden inva-
sion of very cold air over a large area leading to unusually 
large and rapid reduction in temperature. It can also be a 
prolonged period of excessively cold weather. A cold wave 
can damage plants due to inadequate energy for pho-
tosynthesis and affect agricultural production negatively. 
It is also dangerous to human health.

There is dearth of observed daily station temperature 
data that cover West Africa, the few available stations are 
country based. However, monthly gridded observed tem-
perature data are available, for example monthly tempera-
ture Time Series (TS) produced by Climate Research Unit 
(CRU) of the University of  East Anglia and Willmott and 
Matsuura University of  Delaware (UDEL) are available. 
This constraint has pushed daily temperature analysis over 
West Africa to the use of surrogate observed (reanalysis) 
data. Therefore, this study uses daily maximum and mi-
nimum temperature from reanalysis data. For reliable 
analysis of  heat and cold waves over West Africa, bearing 
in mind that there are varied temperature sub-regions in 
the region; homogeneous temperature regions are neces-
sary for the area averaging needed in the computation of  
excess heat and cold. There has been no study that deline-
ates West Africa into homogeneous temperature regions, 

studies have been based on latitudinal or ecological zones 
[Nicholson et al., 2000; Abiodun et al., 2013; Abatan et 
al., 2015]. Abatan et al. [2015] revealed that stations in the 
same latitudinal zones may not have similar temperatu-
re trend. Such zones are not homogeneous temperature 
zones. This necessitates the homogeneous regionalization 
of temperature based on the similarities in their variances. 
Also, there has been no study on heat and cold waves oc-
currence over West Africa despite the increased warming 
that is well documented. Most temperature studies have 
been on trends. The timing, frequency and amplitude of  
heat and cold waves over the different temperature regions 
of West Africa remain undocumented. If  the present or 
historical state of  heat and cold waves are known at the dif-
ferent temperature regions of West Africa, the future state 
should also be projected using General circulation models 
and downscaled using skillful regional climate models. 
This calls for evaluation of available regional climate mo-
dels for possible application in climate downscaling. The 
downscaled projected heat and cold waves could serve as 
working paper for proper adaptation and mitigation plans 
against the disastrous consequences of  such events.

Heat and cold stresses have been calculated using 
various indices. To start with, Watts and Kalkstein [2004] 
developed the Heat Stress Index. Furthermore, Adeniyi 
[2009] used Temperature humidity index and Wind chill 
index over Ibadan. The indices proposed by the Expert 
Team on Climate Change Detection and Indices (ETCC-
DI), have also been used [Frich et al., 2002; Peterson, 2002; 
Donat et al., 2013]. Moreover, Kalkstein and Valimont 
[1986] used Weather Stress Index. 

A number of indices have also been used to define 
and calculate warm or cold spells (heat or cold wave). The 
index with a number of time steps in daily maximum or 
minimum temperature above a particular threshold value 
has been widely used [Kunkel et al., 1999; Meehl and Te-
baldi, 2004; Alexander et al., 2006]. Combination of thre-
shold exceedances of  both daytime high or nighttime low 
temperatures [Easterling et al., 1997] has also been used. 
The latter defines heat wave event as at least three days 
with a maximum temperature above the 80th percentile 
(based on reference peiod) for that day followed by a mini-
mum temperature above the 80th percentile for that day. 
This was done to include periods with warm daily maxi-
mum temperatures that do not cool off  much at night. 
Occurrence of consecutive nights with high temperature 
following consecutive warm days negatively affect hu-
man health, as well as ecosystems [Changnon et al., 1996; 
Easterling et al., 1997]. Nairn and Fawcett [2013] defined 
heat wave in a similar manner but used mean temperatu-
re which is the average of the minimum and maximum 
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daily temperature. They calculated excess heat index as 
the extraordinary intense heat which emanates from a 
high afternoon temperature that is not sufficiently cooled 
during the night due to extremely high night temperature. 
Instead of 80th percentile threshold they used 95th and 5th 
percentiles respectively, for heat and cold wave thresholds. 
The variabilities in magnitude and frequency of heat and 
cold waves can be understood by studying the dynamics 
of  heat and cold waves. This will probably expose part of  
the causes and mechanisms of the variabilities, since such 
has not been documented over this region.

This paper aims at studying the variability of  heat 
and cold waves in homogeneous temperature region over 
West Africa. The required homogeneous regions for the 
heat and cold wave analysis are not yet documented, as 
a means to an end, this paper therefore delineates West 
Africa into homogeneous daily temperature regions using 
surrogate observed (reanalysis) data. It then computes 
heat and cold waves over the temperature regions and 
investigates their dynamics. It finally assesses the perfor-
mance of three regional climate models in simulating the 
surrogate observed heat and cold waves. 

2. Data
The European Center for Medium-Range Weather 

Forecasts (ECMWF) Era-Interim (ERAINT) reanalysis daily 
minimum and maximum temperature data are used as the 
surrogate observed data while the simulated daily tempera-
tures are the output of three Coordinated Regional Climate 
Downscaling Experiment (CORDEX) models; CNRM-AR-
PEGE, SMHI-RCA and UQAM-CRCM. The three models 
are the only ones with available minimum and maximum 
daily temperature data for this study. The three CORDEX 
models are listed in Table 1. Details of the CORDEX simu-
lations; the initial boundary conditions, sea surface tempe-
rature, physical parameterizations and projections used in 
the different models can be found in Nikulin et al. [2012]. 
All the daily data cover the period of 1989-2008. Mean daily 
zonal and meridional wind (850 hPa), sea level pressure and 
500 hPa geopotential height fields from National Centers 
for Environmental Prediction/National Center for Atmo-
spheric Research (NCEP-NCAR) Reanalysis are also used. 
CRU TS 3.22 [Harris et al., 2014] observed monthly tempe-
rature from 1948 to 2012 was used to study the connection 
between temperature variation and oscillations of tropical 
oceans. The tropical oceanic indices used are: Pacific De-
cadal Oscillation (PDO, Zhang et al., 1997; Mantual et al., 
1997], Atlantic Multidecadal Oscillation (AMO, Enfield et al. 
2001], Tropical Northern Atlantic [TNA, Enfield et al. 1999] 
and Dipole Mode Index [DMI, Saji et al., 1999]. DMI is from 
1958-2010 while PDO, TNA and AMO are from 1948-2012. 

The TNA [Enfield et al., 1999] is the anomaly of the mon-
thly Sea Surface Temperature (SSTA) averaged over 5.5N to 
23.5N and 15W to 57.5W. Details of TNA computation are 
in Enfield et al. 1997. The AMO which is also based on the 
Atlantic Ocean is the decadal running mean of the SSTA at 
the northern hemisphere [Enfield et al., 2001]. The PDO is 
the first principal component of the anomalies of the mon-
thly SST in the North Pacific Ocean [Zhang et al., 1997; 
Mantua et al., 1997]. The DMI [Saji et al., 1999] is a measure 
of the east-west temperature gradient over the tropical In-
dian Ocean; it is connected to the Indian Ocean Dipole. It is 
computed as the difference between the Western Tropical 
Indian Ocean SST anomaly and southeastern tropical Indian 
Ocean SSTA indices. The former is an index of the surface 
temperature at the Western tropical Indian Ocean which is 
the SST anomaly within 50°E - 70°E, 10°S - 10°N, while the 
latter is the SSTA over southeastern tropical Indian Ocean 
(90°E - 110°E, 10°S - 0°) Saji et al. [ 1999].

Model Institute Short Name

CNRM-ARPEGUE Centre National de Rechers 
Meteorolo-Giques

CNRM

SMHI-RCA Sveriges Meteorologiska 
och Hydrorology Inistitut

SMHI

UQAM-CRCM Universite du Québec 
á Motréal

UQAM

3. Methodology

3.1 Regionalization of  daily temperature
Daily maximum temperature (Era Interim reanaly-

sis) data over West Africa from 1989 to 2000 is delinea-
ted into homogeneous daily temperature regions with 
similar variations using S-mode Principal Component 
Analysis (PCA) and cluster analysis based on hierarchical 
methods. A delineation study over the East Asia monso-
on region compared k-means and hierarchical methods 
of  clustering [Awan et al., 2015]. The study shows that 
both methods have good performance in identifying 
homogeneous precipitation regions. The climatological 
Era Interim temperature data are subjected to Bartlett’s 
test of  Sphericity (BTS) to determine whether there are 
relationships or common variance among the variables 
in the dataset. Kaiser-Mayer-Olkin (KMO) is also con-
ducted to ascertain the presence of  distinct subgroups 
in the data set for the PCA to identify. Details of  KMO, 
Bartlett’s test of  sphericity, PCA and cluster analyses can 

Table 1. Regional Climate Models employed in the study of  heat 
and cold waves events. The models are on 50 km x 50 km grid 
(Source: Nikulin et al, 2012). Details of  the initial and boundary 
conditions, sea surface temperature and physical parameteriza-
tions and projections used in the simulations are documented in 
Nikulin et al. (2012). 
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be found in Adeniyi [2014b]. All the days in the refe-
rence period in Era Interim daily maximum tempe-
rature data from 1989-2000 are included in the PCA. 
The PCA is conducted on the 4383 days starting from 
1st of  January 1989 to 31st December 2000 over 2310 
grids .The PCA is conducted on correlation matrix. 
Significant PCs with eigenvalue greater than one are 
retained based on the eigenvalue one rule of  Kaiser 
[1960] and scree criteria of  Cattell [1966]. The retai-
ned PCs are used for the cluster analysis to group the 
retained PCs and also to reduce the dimension [Gong 
and Richman 1995]. Area averages of  mean daily tem-
perature from the different homogeneous temperatu-
re regions are then calculated and used for heat and 
cold wave analyses.

 Hierarchical methods (three) are tested and the 
best method is employed for the clustering analysis 
using squared Euclidean distance as the similarity me-
asure. The tested hierarchical methods are: nearest 
neighbour, centroid and Ward. The nearest neighbour 
method allows a new member to be assigned to the clu-
ster which consists of  most common members to the 
incoming one based on the similarity measure of  distan-
ce. The nearest cluster takes the incoming member. The 
centroid method is a type of  k-means clustering which 
uses a single mean (central) vector to represent a cluster, 
centroid method requires the number of  clusters to be 
fixed in advance, if  the number of  clusters is fixed to 
N, then there will be N central vectors (clusters) and 
finding the members of  the clusters becomes an op-
timization problem in which the best set of  members 
for each clusters should be found. This problem is dif-
ficult to solve and it is termed NP hard that is the so-
lution is non-deterministic polynomial time-hard [Le-
euwen,1998]. Approximate solutions are then found. 
The centroid method finds a single center for each of  
the n clusters and assigns members to the nearest clu-
ster center, such that the squared Euclidean distances 
from the cluster are minimized. There are two major 
disadvantages of  this method, first, fixing the number 
of  clusters ahead will lead to forced grouping not ne-
cessarily what the cluster members should be. Second, 
almost equal number of  members is allowed in each 
cluster. This can lead to erroneous clustering, in which 
some members that should be in other clusters are for-
ced into a cluster where they do not belong. 

Ward’s method considers the sum of  squares wi-
thin the resulting clusters [Ward 1963]. The Clarks and 
Hosking [1986] rule (equation 1) is considered to deter-
mine the number of  clusters to specify [Adeniyi, 2014b]. 
In addition to the Clarks and Hosking rule, the number 

of  natural breaks in the resulting clusters from the best 
method is also considered.

		  NC = 1+(3.3log10n) 		  (1)

[Clarks and Hosking, 1986] where Nc = maximum num-
ber of  clusters and n is the number of  items (stations) to 
be clustered. 

The PCA is conducted on grid values, so the ap-
proximate total coverage area (km) is divided into vir-
tual stations of  300 x 300 km2, assuming maximum 
spacing to obtain the number of  stations that can be 
located over West Africa, since the value is needed to 
calculate the allowed number of  clusters. 

The time series of  the significant PCs and the clu-
sters are tested for robustness by repeating the PCA and 
cluster analysis for two halve periods within the referen-
ce period. The period 1989-2000 is divided into 1989-
1994 (6 years) and 1995-2000 (6 years) periods. There are 
2191 data points in the period 1989-1994 while there are 
2192 data points in the second period. The minimum 
2191 days in each of  the two periods is more than enou-
gh for a good PCA, based on Comrey and Lee [1992] 
and Tabachnick and Fidell [2001] who argued that PCA 
requires large data size because it depends on the cor-
relation between the variables, and correlation requires 
large data size (length). They stated that a length of  300 
is enough for determination of  correlation between va-
riables and consequently for PCA. They further stated 
that length of  1000 is perfect. Moreover, twelve years 
daily data (1989-2000) amounts to 4383 data points whi-
ch is more than enough to show the daily variability in 
a data set. The annual variability is not as strong as the 
daily variability in temperature data, since the former 
is just a mean value over about 365 data points and the 
heat and cold wave analyses make use of  daily data. The 
resulting time series from 1989-1994 and 1995-2000 pe-
riod are subjected to paired students t-test at 0.05 level 
while the cluster patterns from the three different pe-
riods1989-1994; 1995-2000 and 1989-2000 are subjected 
to ANalysis Of  VAriance (ANOVA) also at 0.05 level. 

3.2 Statistical Tests
The PC time series and cluster patterns are 

checked for applicability of  student t test and ANO-
VA respectively. There are four major criteria that any 
data must satisfy before dependent student t-test can 
be conducted on it. The criteria are: (1) dependent 
variable must be continuous. (2) Dependent variable 
should consist of  two corresponding categories. (3) If  
there are outliers in the observation they must not be 
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significant. (4) The time series should satisfy normality 
assumption. The normality of  data sets is determined 
by skewness, variables with skewness values that ran-
ge between -1 and +1 are taken to be approximately 
normally distributed. For any dependent variable to 
be subjected to ANOVA, apart from the continuity, 
outlier and normality criteria, it should also satisfy the 
following: 

(5) The observations in each category should be 
independent

(6) The independent variable should consist of  at 
least two categorical, independent groups.

(7) The variances from the different categories 
should be homogeneous. The equality of  variance test 
requirement for ANOVA is done by comparing the 
standard deviations in the three cluster patterns using 
the rule of  thumb:’ largest standard deviation must not 
be greater than twice the value of  the smallest stan-
dard deviation’. 

The dependent t statistic is calculated as 
 

(2)

where χdiff is the difference between the two corre-
sponding categories

 is the mean of  
σ(χdiff )  is the standard deviation of  χdiff  given by

 (3)

and N is the number of  samples in the variable. 
Dependent t- test is conducted with alpha =0.05 

and the critical value of  t = 1.960 for 2 tailed test.
The null hypothesis for the t - test is: there is no 

significant difference between the two PC time series 
(1989 - 1994 and 1995 - 2000) while the alternative 
hypothesis is: there is significant difference between 
the two PC time series. 

If  the calculated t is greater than the critical t 
(1.960), then the null hypothesis is rejected. This means 
that there is significant difference between the two PC 
time series and p<0.05 and vice versa.

The ANOVA statistic is calculated using the same 
number of  samples in each independent category since 
the cluster patterns from the three different periods co-
ver the same area. The total number of  sample in each 
period is 2310 since there are 2310 grids.

The mean and standard deviation are calculated 
for each independent category. The grand mean is also 
calculated as the mean of  all the mean of  individual ca-

tegories. The grand total number of  all the samples is 
calculated as sum of  all the samples in the three different 
periods. The number of  samples in individual indepen-
dent category is n = 2310. The grand total is N which is 
n x 3 in this case =6930

The sum of  the squared deviations about the mean 
(SS) is divided by the degrees of  freedom to obtain the 
variance.The statistic is then calculated on the mean of  
the individual categories (x) and the grand mean x

Cn= number of  categories
 

(4) 

	 (5) 

(6) 

(7) 

 (8)

where,
SSB = Sum of  squares of  deviation from mean between 
the categories
N = Total number of  samples in all the categories
n = Total number of  samples in a category
SSE = Sum of  squares due to standard deviation in each 
category
S = Standard deviation of  the samples
F = Anova coefficient
MSB = Mean sum of  squares of  deviation from mean 
between categories
MSE = Mean sum of  squares due to error

The critical value of  F at 0.05 level and the 2 by 
6927 degrees of  freedom is 2.9957. If  the calculated F is 
greater than the 2.9957 then there is significant differen-
ce between the patterns of  clusters obtained from the 
three different periods and p<0.05 and vice versa.

 
3.3 Extreme temperature indices
The methodology of  extreme temperature indi-

ces of  Nairn and Fawcett [2013] is used in this study. 
Excess heat factor (EHF) which is the heat wave is the 
product of  the significant excess heat index (EHIsig) 
and heat stress (EHIaccl).

The excess cold factor (ECF) on the other hand 
is the product of  excess cold index (ECIsig) and cold 
stress (ECIaccl). It is referred to as the cold wave. The-
se indices are used to study the spatial and temporal 
variability in daily temperature changes over West 

χdiff

σ (χdiff )=
1
N
Σ
i+1

N
(χdiff − χdiff )

SSB = n(x − x)2
i=1

Cn∑
MSB = SSB /Cn −1

SSE = Σi=1
Cn (n−1)s2

MSE = SSE /N −Cn

F =MSB MSE

χdiff

t =
xdiff

σ (xdiff ) N
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Africa. Daily Mean Temperature (DMT) is defined as;

	 T = (Tmax + Tmin) / 2 		  (9)

where Tmax and Tmin are the maximum and minimum 
temperatures, respectively over a period of  24 hours. 
Warming is accompanied by variability in DMT [Mo-
berg et al., 2000] since mean daily temperature inclu-
des the signatures of  the day time and night time tem-
peratures.

The EHIsig is given by:

EHIsig = (Ti + Ti+1 + Ti+2)/3 – T95	 (10)

where, EHIsig (oC) measures the degree of  excess 
heat and T95 is the 95th percentile of  the averaged daily 
temperature for the reference period (1989 - 2000) in 
a particular temperature region. The reference period 
of  1989-2000 is used based on the available CORDEX 
output data length, with the exclusion of  the 2001-
2008 period used for the heat and cold waves com-
putation. This is done in order to isolate the excess 
heat and cold. Moreover, the anomaly in 1989-2000 
temperature is significantly greater than the previous 
30 years [NASA, 2008]. Positive EHIsig signifies that 
the three-day period of  DMT is warmer than the 95th 
percentile for the climatological period. Ti is the DMT 
spanning a period of  2001-2008 on day i in Kelvin.

EHIaccl is calculated by comparing the DMT ave-
raged over three-day period and the previous 30 days. 
This is expressed as a short-term (acclimatisation) 
temperature anomaly given by:

EHIaccl = (Ti + Ti+1 + Ti+2)/3 - (Ti-1 +…+ Ti-30)/ 30     (11)

where Ti is the DMT on day i. Positive EHIaccl shows 
that the three-day DMT is hot compared to the pre-
vious 30 days. The three-day DMT comprises of  the 
current and the following two days succeeding the 
previous 30 days. The unit is in Kelvin.

EHF is given by:
EHF = Max (0, EHIsig) × max (1, EHIaccl)         (12)

All negative EHIsig values are set to zero, also all 
EHIaccl values that are less than 1 are set to 1. Positive 
value of  EHF indicates the existence of  heat wave. 

3.4 Severe heat wave threshold
As earlier stated heat wave occurs when the EHF 

is positive. For further analysis, severe EHF threshold is 

determined for each temperature region. In a heat wave 
impact study, Guirguis et al. [2014] observed regional va-
riations in temperature threshold at which an impact is 
seen. This means that applicable threshold in different re-
gions differ, so threshold values for severe heat wave are 
calculated on the basis of  the temperature regions. The 
threshold value was calculated by plotting the cumulati-
ve distribution function (CDF) using generalised Pareto 
distribution against the normalized EHF (normalizing 
the EHF values against the maximum observed EHF). 
The CDF is given by: [Juran 1974; Paul et al., 1997]

(13) 

where,

                     

k = µ
2σ 2 −

1
2

and

		

b =µ(k+1)

μ is the mean of  the positive EHF values
and σ is the standard deviation in the positive EHF values

3.5 Influence of  tropical oceans on temperature over 
West Africa

In order to gain more insight into the possible 
factors influencing the temporal and spatial variations 
in frequency and amplitude of  heat and cold waves, 
the links between temperature and tropical oceanic 
indices (PDO, AMO, TNA and DMI) are investigated 
using Pearson correlation coefficient. Significant cor-
relation at 0.05 level indicates possible causal effect on 
temperature variations over the years and tempera-
ture regions. Due to the spatial distance between the 
Indian Ocean and West Africa and also between the 
Pacific Ocean and West Africa, the DMI index lagged 
by a month temperature and PDO index lagged by 
two months temperature are used in the correlation 
analysis. The AMO and TNA with similar months of  
temperature are used. 

4. Results

4.1 PCA and Clusters
The KMO and BTS reveal the suitability of  a PCA 

analysis in the daily maximum temperature data over 
West Africa. The KMO value obtained is 0.995 which 
is a superb value for PCA showing that there exist di-
stinct groups in the data set which can be identified by 

Pr X>x( )=1− 1−kx
b

⎛
⎝
⎜

⎞
⎠
⎟

1
k
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PCA. The significance of  the BTS test is also high (p 
< 0.001), this shows that there are common variances 
among the grids for the PCA to identify. The PCA con-
ducted on the 4383 days starting from 1st of  January 
1989 to 31st December 2000 over 2310 grids yield nine 
significant PCs based on the Cartell [1960] Scree crite-
ria and eigenvalue one rule, Kaiser [1960]. The retai-
ned nine PCs explain 83.1 percentage of  variance in 
the daily maximum temperature data. The percentage 
of  explained variance in the temperature data from the 
two PCs conducted on the two six-year periods are al-
most the same with that from the 12-year period. For 
the 1989-1994 period, 83.1% of  variance is explained 
by the nine retained PCs, while 83.4% is explained by 

the nine PCs retained in the 1995-2000 period. 
The PC time series from 1989-1994 periods and 

the cluster patterns from the three periods are all ap-
proximately normally distributed because the skew-
ness values range from -0.47 to 0.24. In addition, the 
equality of  variance requirement for ANOVA done by 
comparing the standard deviations in the three cluster 
patterns, shows that the three cluster patterns have 
equal variances. Their standard deviations range from 
2.43 to 2.61. Practically, the datasets meet all the re-
quirements for both the t test and ANOVA. The t-test 
conducted on the paired time series of  the nine PCs 
retained from the two six-year periods shows that the 
time series are not affected by difference in the period. 

Figure 1. Nine significant principal components of  daily maximum temperature over West Africa.
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There is no significant difference between the time 
series at 0.05 level since, the obtained t values (range 
from -0.057 to 0.036) are less than the critical two tailed 
t of  1.960 at, p>0.05. Furthermore, the ANOVA test 
conducted on the cluster patterns obtained from the 
three different periods reveals no significant difference 
between the cluster patterns. The obtained F, 2.891 is 
less than the critical F value (2.9957) based on 2 x 6927 
degrees of  freedom at 0.05 level and p>0.05. The con-
ducted PCA and cluster analysis are therefore robust.

The rotated PC1 which is the most important 
mode of  variability in the daily maximum temperatu-
re data explains 31.3 % of  variance in the temperature 
variability over West Africa.

High positive PC1 loadings (> 0.8) are located at 
the south Atlantic ocean and south western part of  
West Africa (Guinea-Savannah) while the highly ne-
gative component loadings (<-0.8) are located at the 
northern Atlantic ocean (Figure 1). 

The rotated PC2 explains 27.9% of  the variance in 
the maximum temperature data. The PC2 describes a 
mode of  temperature variation in which the Sahel has 
the highest maximum temperature which decreases 
towards the south. PC3 explains 8.0% of  variance in 

the temperature data and the highest temperature is 
located at the lower Sahel and Savannah. PC4 explains 
3.8% and PC 5 explains 3.3% while each of  the remai-
ning PCs explains less than 3% of  variance. PCs one to 
three appear to be the major contributors in the tem-
perature variations over the land, (Figure 1).

Locations with high PC loadings are expected to 
be hotter on days with high positive PC score and col-
der on days with highly negative PC score. The contri-
bution of  each PC mode to each temperature region 
is assessed by the arithmetic mean temperature on 
days with highest positive score in each region. The 
area averaged temperatures from the different PCs 
are ranked to determine the most important modes 
of  variation in each region. The mode of  variation 
represented by PC2 is important in three of  the four 
regions on land over West Africa. The area averaged 
temperature over the Western Sahel is highest (312.3 
K) on the day with the highest positive PC2 score (22-
May-1994). The area averaged temperature is also hi-
ghest (313.3 K) over the Eastern Sahel on the day with 
highest positive PC2 score (22-May-1994). The day 
with highest positive PC2 score (22-May-1994) also 
has the highest area averaged temperature (311.3 K) 

Figure 2. Homogeneous daily temperature regions of  West Africa, it is based on nine principal components that explain 83.1 % of  variance 
in the reanalysis daily maximum temperature from 1989 to 2000. WS is the Western Sahel, ES is the Eastern Sahel, LS is the Lower Sahel 
and GS is the Guinea-Savannah.
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Figure 3. Daily surrogate observed and simulated heat and cold waves over Western Sahel (WS) in West Africa between 2001 and 2008.

Figure 4. Same as Fig. 3 but for Eastern Sahel (ES).
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Figure 5. Same as Fig. 3 but for Lower Sahel (LS).

Figure 6. Same as Fig. 3 but for Guinea-Savannah (GS).
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over the Lower Sahel. The mode is the only one that 
controls temperature variations in the Western and 
Eastern Sahel; it also contributes a major part of  the 
temperature variations in the lower Sahel region. PC3 
contributes the second highest variation in tempera-
ture over the Lower Sahel. Temperature variation at 
the Guinea-Savanna is mainly controlled by PC1. The 
contributions of  the different modes of  variation are 
obvious in Figure 1. The area averaged temperatures 
on the days with highest negative scores for PC2, PC3 
and PC1 are also the lowest relative to other PCs for 
the corresponding temperature regions. 

Ward’s method which has the best performance 
in the hierarchical clustering, having cluster members 
which are more distinct to the members of  other clu-
sters is used for the final clustering. A minimum of  
161 stations with maximum spacing can be over West 
Africa based on 300 x 300 km2 coordinates. Using 
this value in equation (1) results in eight number of  
clusters. The Clarks and Hosking [1986] and the na-
tural breaks in cluster pattern obtained from Ward’s 
method suggest eight clusters. Therefore, eight clu-
sters are retained in the three sets of  cluster analyses 
performed on the nine significant PCs retained in each 
of  the analyses in the three periods.

4.2 Excess Heat
The high and low mean daily temperatures at 95th 

and 5th percentiles respectively calculated from the re-
ference mean daily data (1989 to 2000) are shown in 
Table 2. Considering the Era Interim reanalysis data,  
95th percentile temperature is highest at the Western 
Sahel (309.4 K) followed by the Eastern Sahel (306.9) 
and the minimum is at the Guinea-Savannah region. 
The highest value of  5th percentile low temperature 
is at the lower Sahel (297.9 K) which is very close to 
the value at the Guinea-Savannah. The gap between 
the 95th and 5th percentile temperature values at the 
regions is least at the Guinea-Savannah and increases 
latitudinally towards the Western Sahel. The CN-
RM-ARPEGE simulates 95th and 5th percentile tem-
peratures very close to the Era Interim reanalysis data 

at the Western Sahel (Table 2) but with negative bias. 
The good performance of  ARPEGE in simulating 
mean monthly temperature over the entire Sahel is 
documented by Gbobaniyi et al. [2013]. Though this 
corroborates our findings at the Western Sahel, their 
results are not directly comparable to the findings of  
this study for some reasons; first, the temperature re-
gions are not the same, second, the temporal scales 
are not the same, this study is based on daily tempera-
ture, theirs is on monthly temperature and third, they 
worked on mean temperature whearas this study is 
on lower and upper tails of  daily temperature. UQAM 
performs better at the Eastern Sahel while SHMI 
shows the best skill at the lower Sahel. UQAM simu-
lates the 95th percentile better than all other models 
at the Guinea - Savannah while CNRM-ARPEGE is 
best at 5th percentile over the area. These three RCMs 
are skilful in simulating the 95th and 5th percentiles of  
temperatures but the areas of  their skills differ. Tem-
perature is relatively stable at the Guinea-Savannah 
but varies more at the Sahel. So, the range of  daily 
temperature is lowest at the Guinea-Savannah (Table 
2) and magnitude of  heat or cold wave is expected to 
be the lowest here.

The generalized Pareto distribution based on 
Pareto Principle [Juran, 1974; Paul et al., 1997] gives 
a turning point of  80th percentile of  the distribution 
function. This coincides with the obtained empirical 
turning point for the cumulative frequency distribu-
tion with a value very close to 80th percentile. There-
fore the Pareto principle is applied for both the severe 
heat and cold wave thresholds. The severe cold wave 
threshold is 20th percentile. The threshold values for 
severe heat and cold waves for the different datasets 
and regions are shown as a black horizontal line in Fi-
gures 3 to 6.

4.3 Results from the Reanalysis Data for severe heat 
and Cold waves

At the WS heat wave occurs intermittently but 
lingered for up to 30 days from 04 June to 03 August 
in 2001. However severe heat wave occurs for only six 

Western Sahel Eastern Sahel Lower Sahel Guinea - Savannah

95th 5th 95th 5th 95th 5th 95th 5th

CNRM 309.00 290.05 305.28 288.33 303.78 296.50 300.30 296.70

SMHI 307.80 289.90 304.70 287.73 304.90 297.50 301.90 296.50

UQAM 307.10 288.73 305.50 289.20 303.20 297.03 302.68 295.83

ERAINT 309.39 291.61 306.88 290.36 306.55 297.91 302.50 297.25

Table 2. 95th and 5th percentiles of  mean daily temperature for the reference period of  1989-2000. 
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days during the period. There is a general increase in 
the amplitude of  heat wave on annual basis from 2001 
to 2008. The frequency of  extreme heat wave remains 
more or less the same over the years (Figure 3). Severe 
heat wave occurs mostly in the month of  June and July 
but sometimes varies at the beginning and ending of  
August. In 2002, it only occurred once in September. 
From the analysis, 2002 recorded the highest number 
of  days with severe heat wave event; most of  which 
fall within the month of  July. Severe cold wave occurs 
in this temperature region from 2005 to 2008 betwe-
en December and February but with a low magnitude 
and in only a few days.

Magnitude of  heat wave is highest at ES. Seve-
re heat wave at ES is experienced in May, June, July 
and August but mostly in May and June. Highest fre-
quency of  severe heat wave occurs in 2007 (May - 14 
days and June - 5 days) and 2008 (May - 11 days and 
June - 8 days). Year 2007 is globally termed the second 
warmest year in the century with temperature tal-
lying with1998 value [NASA, 2008]. This reveals glo-
bal warming signature on the frequency of  heat wave 
occurrence at ES. There is a general increase in the 
amplitude of  heat wave over the years (Figure 4), this 
can be linked to global warming. The temperature of  
West Africa is positively correlated to tropical oceanic 
oscillations (Figure 8), so when the indices of  the tro-
pical oceanic circulation are high and positive there is 
tendency for heat wave to intensify over West Africa. 
Severe cold wave occurs almost every year between 
December and February with higher magnitude in 
this region compared to WS and other regions.

At LS, severe heat wave event frequently occurs 
in March, April and May. Year 2003 records the highest 
frequency of  extreme heat wave event mostly in April. 
Years 2003 and 2007 are characterised with high am-
plitude of  heat wave, other years have generally low 
amplitude (Figure 5). Cold wave generally has lower 
magnitude and number of  days with severe events, 
compared to ES. It occurs from 2002-2007 between 
December and February in this temperature region.

At the Guinea-Savannah, extreme heat wave mo-
stly occurs in February and March [Abiodun et al., 
2013] but sometimes in early April [2006]. Abiodun 
et al. [2013] also found greatest warming in Sudan-Sa-
vannah ecological zone in March. Severe heat wave 
event has highest frequency of  occurrence in 2007 (Fi-
gure 6). This lingers almost throughout March, having 
a sum of  20 days. In this region, there is little severe 
cold wave occurrence, the few cold wave occurren-
ces have very low magnitude compared to all other 

regions.
Generally, heat wave occurrence migrates from 

February/March at GS through the LS and ES to 
WS between June and August. This is similar to the 
ITCZ movement [Adeniyi and Nymphas, 2013; Ade-
niyi, 2014a and b). This finding corroborates the pre-
vious findings that seasonal evolution of  the surface 
temperature is dominated by the hot Sahara Thermal 
Low (STL) and that there is a link between the STL 
and ITCZ over West Africa [Thorncroft et al., 2011; 
Fontaine et al., 2013; Adeniyi, 2014a]. Lavaysse et al. 
[2009] observed that the seasonal fluctuations of  the 
ITCZ synchronize with the seasonal movement of  
the STL. The cross-equatorial movement of  thermal 
equator between the Tropic of  Cancer at the nor-
thern hemisphere and the Tropic of  Capricorn at the 

southern hemisphere explains the timing of  heat wave 
occurrence at the different regions of  West Africa. 
The thermal equator is the band of  highest tempe-
rature around the globe which moves to and fro the 
two tropics with the sun [Vasquez, 2009]. Its move-
ment is accompanied by a low pressure region where 
the trade winds from the north and the south meet. 
This is nothing but the ITCZ and the region of  ITCZ 

Figure 7. Five day composites of  sea level pressure (Pa) in shade, 
500 hPa geopotential height (m) as contour and 850 hPa wind (ms-
1) as vectors overlay at the Eastern Sahel (ES) for (a) cold wave and 
(b) heat wave occurrences. The five days used for cold wave are 23 
to 27 December 2003 while those used for heat wave are 27 to 31 
May 2007. The contour interval is 10 m.
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will normally influence the region of  the thermal low 
since that is the region of  highest temperature which 
usually habours thunderstorm activity [Schneider et 
al., 2014]. The thermal equator moves with the sun 
and it determines seasons all over the globe [Vasquez, 
2009]. The closer a region to the thermal equator at 
a particular time determines its temperature and the 
possibility of  heat or cold wave occurrence. The ther-
mal equator gets to the Eastern Sahel in June, that is 
why heat waves usually occur mostly in May and June 
at ES. The thermal equator gets to the equator in Mar-
ch when it is moving to the tropic of  Cancer and it 
also passes through the equator in September while 
returning to the Tropic of  Capricorn. It gets to the 
Tropics of  Capricorn in December, at this time; the 
Sahel is having its highest distance from the thermal 
equator, so this partly explains why cold waves prevail 
in December at the Sahel. 

4.4 Dynamics of  heat and cold waves
High correlation between geopotential height 

at 500 hPa and temperature over the tropics is well 
documented [Hafez and Almazroui, 2015; Knapp and 
Yin, 1996]. Buoyancy and rising of  warm air parcel 
and sinking of  cold one allow geopotential height to 
be high at the region of  high temperature. Based on 
this fact, the region affected by heat wave is expected 
to have higher 500 hPa geopotential height than the 
other regions. Also the region affected by cold wave 
should be characterised by lower 500 hPa geopoten-
tial height on such days. Composite of  geopotential 
height and wind vector are examined for five days 
with severe heat wave and cold wave over the Eastern 
Sahel. The sea level pressure clearly shows low surfa-
ce pressure center at ES during the heat wave period; 
while it shows high surface pressure center at ES du-
ring the cold wave period. The 500 hPa geopotental 

Figure 8. Coefficient of  correlation between temperature and (a) Pacific decadal oscillation, (b) Atlantic multidecadal oscillation, (c) Tro-
pical north Atlantic and (d) Dipole mode of  Indian Ocean over West Africa during JJA. Significant correlations at 0.05 level are shown in 
contour in a-c while significant correlation at 0.1 level are shown in contour in d. Pacific decadal oscillation is AMJ while the Dipole mode 
of  Indian ocean is MJJ. 
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height on the other hand shows high mid troposphe-
ric pressure center at the ES during heat wave period 
and low mid tropospheric pressure center during cold 
wave. Persistence of  simultaneous warm core low 
pressure center at the surface and warm core high at 
the middle troposphere over a particular area increases 
the frequency of  heat waves. On the other hand, when 
the simultaneous occurrence of  cold high pressure cen-
ter at the surface and cold low pressure center at the 
middle troposphere persists in an area; the number of  
days with heat wave increases. The magnitude of  the 
pressure gradient controls the amplitude of  the waves. 
The (surface) 850 hPa wind vectors reveal the source of  
wind that results in either a cold or a heat wave event 
(Figure 7). Northerly and north-easterly winds prevail 
during cold wave events while southerly and southea-
sterly wind increase. The highest magnitude and fre-
quency of  cold wave occurrence at the ES can be due 
to the prevailing cold northerly airmass over the area 
during cold wave events. The location of  mountains 
within and around the region can also strengthen cold 
wave event in the area by entrapping the cold air that 
reaches the region.

4.5 Result of  influence of  oscillation of  tropical oceans 
on temperature

Figure 8 shows the correlation coefficient between 
temperature and tropical oceanic circulation indices du-
ring June-August season. Significant correlations at 0.05 
level are shown in contour in Figure 8a-c. Due to the 
weak link observed between DMI and temperature over 
West Africa, the level of  significance is relaxed to 0.1, so 
significant correlation at 0.1 level are shown in contour 
in Figure 8d. The PDO, AMO and TNA all have strong 
positive link with temperature over West Africa. The 
area where there is weak correlation between PDO and 
temperature is influenced strongly by AMO and vice 
versa (Figure 8a,b). The TNA (Figure 8c) also has a very 
strong link with temperature over West Africa similar to 
AMO (Figure 8b, c). This is not surprising since the two 
indices are for the Atlantic Ocean, only that the latter 
has decadal variation. The TNA has a wider spatial cove-
rage of  positive pattern of  correlation over West Africa 
than AMO and influences strongly, the areas of  weak 
correlation in AMO at the Guinea Savannah.

Though the DMI is not strongly correlated to tem-
perature over West Africa, it has significant correlation 
with temperature at the areas of  weaker correlation in 
TNA and AMO (Figure 8b,c,d). The four tropical ocea-
nic indices complement themselves in influencing the 
temperature of  West Africa. Variations in heat and cold 

waves frequency and amplitude can be linked to varia-
tions in the tropical oceanic oscillations. Any year with 
high magnitude of  these indices will likely experience 
increased frequency and magnitude of  heat wave or cold 
wave depending on the phases of  the tropical indices.

4.6 Validation of  simulated heat and cold waves
Another objective of  this investigation is to valida-

te the heat and cold wave simulation from three COR-
DEX models (CNRM-ARPEGE, SMHI and UQAM). 
The simulated heat and cold waves are compared with 
the heat and cold wave obtained from reanalysis data 
in order to examine the performance of  the regional 
climate models over the study area. 

At the WS, the reanalysis data shows June and 
July as heat wave period over the years [2001 - 2008). 
These two months are also observed in the models but 
CNRM-ARPEGE and SHMI also includes August and 
September (Figure 3). SMHI simulates higher magnitu-
de of  heat wave with respect to Era Interim reanalysis. 
The ES includes May in the heat wave period at WS. 
The model with closest distribution of  simulated heat 
wave with the reanalysis data is UQAM (Figure 4). This 
zone exhibits the highest magnitude of  cold wave. For 
LS, the reanalysis data show high frequency of  heat 
wave in March, April and May. Only SHMI has a dif-
ferent result ( January and February). QUAM and CN-
RM-ARPEGE simulate heat wave comparable with the 
result from the reanalysis data (Figure 5). Almost all the 
regional climate models are in agreement with the rea-
nalysis data at GS except QUAM which has no record of  
heat wave event (Figure 6). This shows that daily tem-
peratures are lower than what they were during the cli-
matological period over GS in UQAM simulation. This 
is strange because UQAM simulates 95th percentile of  
the reference period closest to and higher than Era In-
terim 95th percentile. Months with high frequency of  
heat wave are February, March and April. 

Cold wave and its extreme occurrence are fre-
quent in reanalysis data and the regional models du-
ring January and December for all the years (2001-
2008) and for all the zones except GS. GS has cold 
wave and its severity during July and August in the 
reanalysis data and models. The simulations in GS are 
different either with lower frequency or higher depen-
ding on the year. No cold wave is simulated in some 
years. UQAM simulates the closest pattern of  heat 
wave to the reanalysis heat wave at the Guinea-Savan-
nah. Relative to Era Interim reanalysis, the models 
have good skill in simulating cold wave except at GS 
(Figures 3-6). 
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5. Conclusion
Owing to the negative impact of  heat and cold 

waves on the society and economy of  a region, this 
paper documents the state of  heat and cold waves 
over the homogeneous temperature regions of  
West Africa. Also, the performances of  CORDEX mo-
dels in simulating the observed heat and cold waves are 
presented. Global warming and tropical oceanic oscil-
lations are influencing the amplitude and frequency of  
heat waves over West Africa. Heat wave amplitude has 
increased from 2001-2008, while the frequency incre-
ased in 2007 over West Africa. This same year 2007 is 
the second warmest year in the century [NASA, 2008]. 
The consequences of  continuity of  such influence 
may be disastrous for a developing region like West 
Africa. Little or no occurrence of  cold waves over GS 
in Decembers shows the great reduction in harmattan 
occurrence over the temperature region. This cannot 
be unconnected with the warming effect of  the Atlan-
tic Ocean on the temperature region. Temporal and 
northward movement of  heat waves with the ther-
mal equator from GS region in February-March to 
the WS between June and August is linked to the 
movement of  the thermal equator and thermal low 
between the Tropic of  Cancer and Tropic of  Capri-
corn. The CNRM-ARPEGE model is capable of  si-
mulating the period and frequency of  heat wave at 
WS, ES and LS but with higher amplitude of  severe 
heat wave. The model also has a fair performance at 
the LS except for simulating higher frequency than 
observed. The SMHI model simulates heat wave at ear-
lier period than ERAINT with generally higher ampli-
tude. It gives higher frequency of  heat wave at LS. The 
UQAM simulates comparable heat wave amplitude 
and frequency at WS, and ES but does not detect heat 
wave at GS. All the models have good performance in 
simulating cold wave except at GS. CNRM- ARPEGE 
is recommended for projection of  heat and cold waves 
over West Africa. However, allowance should be made 
for the high frequency simulation syndrome associa-
ted with the model. UQAM can be used for heat and 
cold wave projection at the WS and ES. Information 
on projected heat and cold waves are needed over West 
Africa for possible adaptation and mitigation plans.

Data and Sharing Resources
The regional climate model output used in this 

study can be downloaded from 
https://esgf-index1.ceda.ac.uk/search/cordex-ceda.

The reanalysis temperature data used in this stu-
dy can be downloaded from 

apps.ecmwf.int/datasets/data/interim-full-daily.
The geopotential height, sea level pressure and 

wind data are available at 
http://w ww.esrl.noaa.gov/psd/data/gridded/ 
data.ncep.reanalysis.html. 
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