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Abstract

Many researchers have used the birefringence of P‑to‑S converted waves from the Moho discontinuity 
to constrain the anisotropy of Earth’s crust. However, this practice ignores the substantial influence 
that anisotropy has on the initial amplitude of the converted wave, which adds to the splitting 
acquired during its propagation from Moho to the seismometer. We find that large variations in Ps 
birefringence estimates with back‑azimuth occur theoretically in the presence of P‑wave anisotropy, 
which normally accompanies S‑wave anisotropy. The variations are largest for crustal anisotropy 
with a tilted axis of symmetry, a geometry that is often neglected in birefringence interpretations, 
but is commonly found in Earth’s crust. We simulated globally‑distributed P‑coda datasets for 
36 distinct 4‑layer crustal models with combinations of elliptical shear anisotropy or compressional 
anisotropy, and also incorporated the higher‑order anisotropic Backus parameter C. We tested both 
horizontal and tilted symmetry‑axis geometries and tested the birefringence tradeoff associated with 
Ps converted phases at the top and bottom of a thin high‑ or low‑velocity basal layer. We computed 
composite receiver functions (RFs) with harmonic regression over back azimuth, using multiple‑
taper correlation with moveout corrections for the epicentral distances of 471 events, to simulate 
a realistic data set. We estimate Ps birefringence from the radial and transverse RFs, a strategy 
that is similar to previous studies. We find that Ps splitting can be a useful indicator of bulk crustal 
anisotropy only under restricted circumstance, either in media with no compressional anisotropy, 
or if the symmetry axis is horizontal throughout. In other, more‑realistic cases, the inferred fast 
polarization of Ps birefringence estimated from synthetic RFs tends either to drift with back‑azimuth, 
form weak penalty‑function minima, or return splitting times that depend on the thickness of an 
anisotropic layer, rather than the birefringence accumulated within it.

Keywords: Seismic anisotropy; Receiver functions; Shear‑wave splitting; Crustal structure; Moho 
discontinuity
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1. Introduction

When the birefringence of core‑refracted shear waves [Vinnik et al., 1986; Silver and Chan, 1991], also known as 
SKS splitting, was first applied to broadband seismic data in the Basin and Range Province [McNamara and Owens, 
1993] and central Tibet [McNamara et al., 1994] to explore deformation in the underlying mantle, the bias associated 
with crustal anisotropy was constrained by the birefringence of Moho‑converted Ps waves. Though smaller than 
mantle‑induced splitting (𝛿t ~ 0.2‑0.4 sec for Ps, compared with 𝛿t ~ 1‑2 sec for SKS) typical Ps‑splitting times were 
consistent with 2% crustal‑average azimuthal anisotropy or more. Barruol and Mainprice [1993] argued that typical 
continental lithologies were consistent with 0.1‑0.2 s splitting delays per 10 km of crustal thickness, agreeing with 
these observations. Subsequently, many studies have interpreted Ps birefringence in terms of crustal deformation 
[Nagaya et al., 2011; Chen et al., 2013; Kong et al., 2016; Xu et al., 2018]. At the same time, other studies have 
focused on the effects of anisotropy on the amplitude of the Ps converted phase [Levin and Park, 1998; Eckhardt 
and Rabbel, 2011; Wirth and Long, 2012; Schulte‑Pelkum and Mahan, 2014; Park and Levin, 2016a], and interpreted 
harmonic variation in the radial and transverse receiver functions (RFs) of selected stations in terms of anisotropy 
with either a horizontal or tilted symmetry axis [Levin and Park, 1998; Levin et al, 2002; Liu et al., 2015; Olugboji 
and Park, 2016; Xie et al., 2020; Li et al., 2021, Chen et al., 2021a]. Finally, a dipping Moho can also cause harmonic 
variation in Ps amplitude with event back azimuth ξ [Savage, 1998; Lucente et al., 2005; Park and Levin, 2016a]. A 
dipping interface may be distinguishable from anisotropy via Ps delay‑time moveout from updip to downdip back 
azimuths [Park et al., 2004; Shiomi and Park, 2008].

Liu and Park [2017] compared the effects of Ps amplitude variation associated with a thin anisotropic layer at the 
base of the crust and Ps birefringence. These two effects contribute similarly to Ps RFs, with the Ps conversions at the 
top and bottom of a basal anisotropic layer mimicking the fast and slow split Ps waves in a crust that is anisotropic 
from surface to Moho. For three long‑running stations of the Global Seismographic Network [Butler et al., 2004], Liu 
and Park [2017] argued that thin layers of strong anisotropy explained the RFs better than Ps birefringence. However, 
simple criteria for choosing one interpretation over the other are still lacking, especially as physics predicts that 
both effects should contribute to the seismogram to some extent.

In this contribution for the special issue in Annals of Geophysics on shear‑wave splitting, we focus on the 
anisotropic parameters and wave‑propagation effects that help distinguish Ps amplitude variations from 
thin anisotropic layers and Ps splitting that accumulates throughout the crust, extending the data‑synthetics 
comparisons of Liu and Park [2017]. Rather than analyze individual event synthetics for Ps birefringence, we show 
that the standard minimum‑transverse method for estimating shear‑wave splitting can be applied to the radial 
and transverse receiver functions. The RFs combine information for many seismograms to estimate the response 
of a layered medium to a pulse-like input. We find that simple crustal models that include only shear anisotropy 
are estimated well by RF birefringence. However, the Ps amplitude variation induced by compressional anisotropy 
leads to misleading estimates of birefringence.

For this study, we computed synthetic seismograms for a total of 36 anisotropic crustal models, to examine the 
effects on Ps birefringence of shear (S) or compressional (P) anisotropy, tilted or horizontal anisotropic fabric, and 
the depth range of anisotropy. We present the back‑azimuth dependence of receiver functions and their harmonic 
dependence for all 36 models in the Online Supplement. In the main body of this paper we discuss in more detail a 
smaller collection of the studied models, in order to generalize the merits and pitfalls of Ps birefringence estimation.

In Section 2, we define anisotropic parameters, seismogram synthesis, and RF analysis. Section 3 examines the 
best cases for reliable interpretations of Ps splitting: pure shear anisotropy with a horizontal axis of symmetry. 
Section 4 examines Ps splitting in the context of realistic anisotropy, with compressional anisotropy or tilted‑axis 
geometry. Section 5 examines the oft-neglected influence of the Backus parameter C, a higher-order harmonic 
term for compressional anisotropy. Section 6 examines the problematic case where a thin anisotropic layer at 
the base of the crust is interpreted with Ps splitting. Section 7 estimates Ps splitting in real data from three long‑
running seismological observatories, which illustrates some of the behaviors found in synthetic seismograms in 
anisotropic media.
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2. Methods

Although general anisotropy depends on 21 independent components of the elastic tensor, and synthetic 
seismogram codes for the general tensor are available [Tesoniero et al., 2020; Chen et al., 2021b], seismic data are 
typically interpreted in terms of anisotropy with a symmetry axis that is either vertical, horizontal or tilted. Seven 
independent parameters describe such a model. The first two are the strike θ (cw from N) and tilt ψ (down from the 
vertical) of the symmetry axis . The remaining five parameters specify a low-order harmonic expansion of squared 
seismic wavespeed that depends on the angle ζ between the symmetry axis  and the wavenumber vector  of a 
plane wave propagating in the anisotropic medium [Backus, 1965]:

ρα2 = A + B cos 2ζ + C cos 4ζ
ρ(βSV)2 = D + E cos 2ζ

In this expansion α is the compressional (P) wavespeed and β is a shear (S) wavespeed with polarization  that is 
normal to both  and . In the standard geometry for head waves in marine refraction, with both  and  horizontal, 
 aligns with the vertical and is the SV polarization. The quantities ρα2 and ρβ2 have traction units, i.e., force/area, 

so that the Backus parameters A, B, C, D, and E populate the elastic tensor in various linear combinations with 
coefficients that involve the strike θ and tilt ψ of the symmetry axis . To first order, the ratio B/A is the peak‑to‑
peak relative variation of P wavespeed α specified by cos2ζ dependence on the propagation angle ζ relative to the fast 
axis. Also to first order, the ratio E/D is the peak‑to‑peak relative variation of S wavespeed β for the polarization . 
The shear‑wavespeed for the second shear polarization (SH in the marine‑refraction scenario) includes a cos 4ζ 
term that depends linearly on C [Park, 1996]:

ρ(βSH)2 = D + E + C (1 – cos 4ζ).

This wavespeed variation is not typically observed in active‑source seismology, because SH waves are not directly 
excited with explosive sources.

Although attempts to constrain the parameter C in the Backus [1965] formulation predate the plate‑tectonics 
paradigm in marine refraction [Raitt et al., 1969] and recent mineral‑physics work highlights how C values help 
distinguish crustal mineralogy [Brownlee et al., 2017], most geologic interpretations of seismic data involve the 
lower-order “elliptical” parameters B and E. The polarity of these parameters defines fast (B,E > 0) and slow (B,E < 0) 
symmetry axes in which extremal wavespeeds occur for plane waves that propagate parallel to the symmetry axis , 
balanced by oppositely perturbed wavespeeds in a girdle of wave‑propagation directions normal to  [Maupin and 
Park, 2015]. Brownlee et al. [2017] argue from a collection of elastic tensors for minerals and rocks that C scales 
linearly with B, with independent proportion constants for mica‑rich and amphibole‑rich rock types. We adopt the 
mica‑rich scaling for the Backus parameter C in this paper, which Brownlee et al. [2017] found consistent with most 
crustal rocks that possess a slow axis of symmetry. Amphibole‑rich rocks are thought to be more abundant in the 
lower crust, but for this study we omit this modelling feature.

We compute synthetic seismograms with the reflectivity algorithm in one-dimensional anisotropic earth models 
comprised of a finite number of horizontal layers above a halfspace, each with constant properties [Chen, 1993; 
Park, 1996; Levin and Park, 1997; Chen et al., 2021b]. Perturbation theory [Park and Levin, 2016a] argues that Ps 
and Sp waves arise at sharp interfaces, to first order, from the hybridization of P and S waves in anisotropic media. 
In addition to the isotropic P‑to‑SV converted phase, Ps scattered waves with both SV and SH polarization arise at 
both the top and bottom of an anisotropic layer to cancel the secondary shear component of the P wave. Similarly, 
Sp scattered waves arise to cancel the secondary compressional component of the S wave at the same anisotropic 
interfaces.

We estimate receiver functions (RFs) from synthetic and real data by means of multiple‑taper spectral correlation 
[Park and Levin, 2000; Park and Levin, 2016b], using harmonic regression over back azimuth ξ [Bianchi et al., 2010; 
Liu et al, 2015; Park and Levin, 2016a; Xie et al., 2020] to detect anisotropic effects. The radial and transverse RFs 
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in a layered anisotropic structure show a predictable phasing relationship with back azimuth ξ that can be stacked 
for [Schulte-Pelkum and Mahan, 2014]. Beyond simple stacking, this radial-transverse combination can define 
harmonic-regression terms for a least-squares fit over back azimuth ξ [Park and Levin, 2016a]. The researcher 
can validate the anisotropic or dipping‑interface assumption by checking that the RF regression terms with the 
“unmodelled” radial‑transverse RF combinations have small amplitude relative to the RF combinations predicted 
by simple 1‑D theory, see Li et al. [2021] and Chen et al. [2021a].

Receiver functions comprise estimates of how incoming seismic waves scatter and propagate upward through a 
1‑D structure beneath a seismic receiver, deconvolving the earthquake rupture into a simple pulse, in theory. The Ps 
converted wave in a receiver function is also a simple pulse on the radial‑component RF only, with a time delay, if 
the structure has 1‑D isotropic layering. If the crust is anisotropic, the Ps converted wave may suffer birefringence, 
so that the radial and transverse RFs describe elliptical motion, similar to that exhibited by core‑refracted SV waves 
[Silver and Chan, 1991]. When birefringence is estimated from shear waves from single events at a single station, 
one typically lowpasses the data to simplify the body-wave pulse, and often classifies a large proportion of a dataset 
as “null” splitting [Wüstefeld et al., 2008]. RF estimates, at least for Ps splitting, offer the possibility to deconvolve 
complex body wave pulses and combine multiple observations to increase signal over noise.

We explored a family of anisotropic distributions and geometries with a simple four‑layer model above an 
isotropic halfspace (Figure 1). Models were defined with constant anisotropy throughout the full crust, or in the 
upper (Layer 1), middle (Layer 3) or lower (Layer 4) crust. We set anisotropy in the full‑crust case to 3% with a 
slow axis of symmetry in either α or β, or in both wavespeeds (B or E = –0.03). A fourth type of anisotropy was 
defined with B = E = –0.03 and C = –0.01. The proportion C/B ~ 0.33 follows the estimates for mica‑rich rocks 

Figure 1.  Parameter choices for Ps‑splitting simulations in anisotropic crustal models. The anisotropic geometry possesses 
a symmetry axis that is either horizontal (ψ = 90°) or tilted ψ = 45° from the vertical. In all cases the symmetry 
axis strike is θ = 45° azimuth, measured clockwise from north. Anisotropy is prescribed either in Layers 1, 3 or 4, 
referred to as “upper”, “middle” and “lower” crust, respectively. Another option is a uniform anisotropy throughout 
the crust. The anisotropies tested include compression‑only, shear‑only, compression‑shear combined with 
elliptical wavespeed variation (C = 0) and non‑elliptical compression‑shear with B/C proportions consistent 
with Brownlee et al. [2017]. All anisotropies have slow‑axis geometry, appropriate for most crustal rocks. Single‑
layer anisotropy values are scaled to match the birefringence of the uniform‑crust model. Azimuthal velocity 
variation for slow‑ and fast‑axis anisotropy is indicated by the cartoon inset, in which the green arrow aligns 
with the axis of symmetry.
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from Brownlee et al. [2017]. For anisotropy restricted to a single 10‑km layer within the crust, we set anisotropic 
intensity to 4 times the average‑crust value to match Ps‑splitting times, that is, B = E = –0.12 and C = –0.04. We 
note that wavespeed anisotropy of this size has been inferred in thin layers from receiver‑function studies [Levin 
and Park, 1997; Porter et al, 2011; Park and Rye, 2019], and is consistent with rock values [Ji et al., 2015; Brownlee 
et al., 2017]. Mixing and matching four depth ranges for anisotropy and four combinations of Backus parameters, we 
also specified two geometries: a horizontal symmetry axis and a symmetry axis tilted at ψ = 45° from the vertical. 
The wave‑propagation effects for other tilt angles ψ are hybrids of these two cases. We specified θ = 45° strike for 
all symmetry axes, both horizontal and tilted.

For each of 32 anisotropic crustal models parameterized in Figure 1, we computed synthetic P‑coda for a realistic 
distribution of earthquakes, using the 471‑event dataset for GSN station RAYN used by Park and Levin [2016a] 
to simulate natural variations in epicentral distance, incidence angle, and back‑azimuth clustering. We used a 
cosine‑shaped one‑sided source pulse with 1‑sec period (ξ(t) = (1-cos 2πt)/2). We estimated receiver functions 
with multiple‑taper correlation and harmonic regression [Park and Levin, 2016a], using a moving‑window moveout 
correction to target a specific depth for signal-to-noise enhancement [Park and Levin, 2016b]. Figure 2 displays 

Figure 2.  Back‑azimuth receiver‑function sweeps for synthetic seismograms in a 40‑km crust with uniform E = –0.03 (3% 
peak‑to‑peak S anisotropy) with a slow horizontal symmetry axis. We use synthetic P coda from 471 earthquake 
locations during 1997‑2005, relative to GSN station RAYN (Ar Rayn, Saudi Arabia). The RF traces are migrated by 
a moving‑window algorithm discussed in Park and Levin [2016b] for a target depth of 40 km, the Moho depth of 
the model. Left panel: back‑azimuth sweep of radial RFs, summing records in overlapping ξ‑sectors of 10° width. 
The delay time of the Moho Ps conversion shifts with sinusoidal dependence on ξ. Low‑amplitude positive pulses 
at –1.25 s, –2.5 s and –3.75 s, relative to the target depth at migrated delay time t = 0, are Ps converted waves 
from internal boundaries at 30‑, 20‑ and 10‑km depths, respectively. The negative pulse at +1.0 sec is a Psds 
reverberation in the topmost layer. Right panel: back‑azimuth sweep of transverse RFs. The birefringence of the 
Moho Ps phase is expressed with four‑lobed dependence on back azimuth ξ, with pulse shape that approximates 
the derivative of the deconvolved Ps phase on the radial RFs.
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an epicentral RF sweep of the best-fit harmonic regression over back-azimuth ξ for target depth 40 km, using the 
constant, cos ξ, sin ξ, cos 2ξ, and sin 2ξ terms to interpolate the 5° spacing of RF traces across gaps in the earthquake 
distribution. The synthetic seismograms were rotated to LQT coordinates before processing [Vinnik, 1977], but we 
label the “Q” direction as “radial” in the plots to follow common terminology. Differences between radial and “Q” 
receiver functions are small at more than a second away from the direct‑P phase.

What can these synthetic‑seismogram datasets tell us about typical Ps‑splitting observations? For a single 
seismic station and a single event, standard birefringence estimators can estimate the fast‑axis azimuth φ and 
splitting time 𝛿t [Silver and Chan, 1991; Wüstefeld et al., 2008]. These estimators can be applied to synthetic P coda 
from reflectivity codes, or else can be applied to the radial and transverse receiver functions themselves. With RFs, 
one has ideally deconvolved the earthquake source rupture to a simple one‑sided pulse [Ligorria and Ammon, 1998], 
which should make birefringence estimation easier. In addition, any uncertainty caused by realistic earthquake 
distributions can be assessed. We took the back‑azimuth RF sweeps (e.g., Figure 2) and estimated fast polarization φ 
and splitting time 𝛿t from the Moho‑Ps phase in the radial and transverse RFs, taking each stacked bin about a back 
azimuth ξ as a separate “event.” For each pair of radial and transverse RFs we searched over a grid of (φ,𝛿t) pairs in 
the ranges 0°‑180° and 0.0‑2.0 s, respectively, rotating and time‑shifting to reverse the putative birefringence and 
to minimize the transverse variance, after Silver and Chan [1991]. We also maximized the coherence C2 of the time‑
shifted “fast” and “slow” waveforms, similar to the cross‑correlation metric of Bowman and Ando [1987], searching 
over the same grid to minimize the penalty metric U(φ,𝛿t) = (1‑C2). These two penalty metrics gave similar results 
for synthetic RFs. We plot results from the minimize‑transverse metric only. With real data, analyzed in Section 7, 
the correlation metric returned many more non‑null splitting estimates, so for real data we show birefringence 
estimates for both metrics.

3. Ps Splitting vs. Ps Amplitude Variation: The Best Cases

We present the back‑azimuth dependence of receiver functions and their harmonic dependence for all models 
in the Online Supplement. In the main text of this paper we focus on a handful of models that illustrate the main 
waveform and birefringence behaviors of the full complement of models.

The anisotropy behind the RF traces in Figure 2 is ideal for Ps splitting: uniform shear‑only anisotropy (E = –0.03, 
B = C = 0.00) throughout the crust with a horizontal symmetry axis. The Backus parameter E has weak influence 
on the Ps scattering amplitude, so the RF variation with ξ arises mostly from birefringence. Near t = 0 sec, where 
moveout corrections in the RFs target 40‑km depth, the Moho Ps phase delay increases and decreases in the radial RF 
sweep in tandem with fast and slow perturbations to the SV wavespeed. In the transverse RF sweep, birefringence is 
expressed with the familiar “derivative pulse” shape described by Silver and Chan [1991], with a four‑lobed amplitude 
variation in back azimuth ξ. The extremal values of Ps delay‑time occur at back‑azimuths ξ both parallel and normal 
to the symmetry axis strike (θ = 45°), where the SV wave aligns exactly with the fast or slow polarization. At these 
back azimuths the transverse (SH) receiver function vanishes. At RF delay‑times t < 0, prior to the Moho‑Ps phase, 
there are three weak positive pulses in the radial RFs that arise from internal crustal interfaces at 10‑, 20‑, and 30‑km 
depth. Each of these crustal Ps waves suffers birefringence that influences the transverse RFs, but with amplitudes 
too small to be evident visually in the figure.

Figure 3 presents the harmonic regression for the seismograms analyzed in Figure 2, simulated for full‑crustal 
E = –0.03 anisotropy with a horizontal axis. In the left panel are RF estimates for the P‑to‑S converted waves that are 
consistent with a 1-D anisotropic structure to first order, incorporating the theoretically predicted relationships of 
P‑SV and P‑SH conversion as a function of back azimuth ξ. In the right panel are RF estimates for P‑to‑S converted 
waves that are inconsistent, to first order, with a 1-D anisotropic structure. “Unmodelled” effects include Ps moveout 
caused by dipping interfaces and 3‑D elastic structure, but there are simpler causes as well. In particular, the 
amplitudes of the “unmodelled” RF traces in Figure 3 arise from P‑to‑S amplitude variations caused by the diversity 
of incidence angles, caused by a diversity of epicentral distances in the realistic earthquake distribution. If velocity 
structure beneath a receiver involves horizontal or near‑horizontal interfaces and mostly vertical elastic gradients, 
the “unmodelled” amplitudes will be smaller than those predicted by anisotropy or by interfaces with modest dip 
[Park and Levin, 2016a].

The key features of Ps splitting in Figure 3 are dual: (1) a simple pulse at t = 0‑sec delay on the constant term 
for the radial RFs, and (2) a “derivative” pulse in the sin 2ξ harmonic term. The latter feature is responsible both 
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for shifting the delay‑time of the Moho Ps wave on the radial RF as the back‑azimuth sweeps through 360°, and for 
the 4‑lobed variation of the derivative pulse on the transverse RFs. The negative‑polarity pulse at t = 1‑sec delay, 
relative to the 40‑km target depth, is the PsMs reverberation pulse from the top 10‑km layer of the crustal model; 
changing the moveout correction from Ps‑timing to reverberation‑timing in the harmonic regression sharpens 
this negative pulse. This reverberation suffers a modest birefringence in the top layer, leading to a low‑amplitude 
derivative pulse centered at t = 1 sec on the sin 2ξ harmonic term.

We explored birefringence with rotations and time shifts on 6‑s time windows of the RFs, centered on the Moho 
Ps phase. Our synthetic seismograms utilized simple pulse shapes that allowed for such wide time windows, but 
contained frequencies high enough for narrower time windows. Many researchers report analyzing shorter windows 
centered on the Ps phase [e.g., Chen et al., 2013], and most researchers report splitting times for Ps birefringence 
less than 0.7 sec, though not all, e.g., Xu et al. [1998]. We therefore repeated the grid searches with time windows 
of both 2 and 3 seconds, centered on the Ps phase, searching over splitting times 𝛿t < 0.75 sec. For synthetic‑
seismogram RFs longer and shorter analysis windows lead to similar results, though the shorter windows could not 
capture splitting times of 1 second or more. We found in real data from long‑running stations (see Discussion) that 
the RFs were more complex, so that a 6‑sec time window would typically not constrain well a fast polarization φ 
and splitting time 𝛿t. We therefore preferred shorter analysis windows (2‑3 sec) for real data.

Figure 3.  Harmonic terms of back azimuth ξ fit by least-squares in the frequency domain to receiver-functions estimated 
from synthetic seismograms in a 40‑km crust with uniform E = –0.03 (3% peak‑to‑peak S anisotropy) with a slow 
horizontal symmetry axis. We use synthetic P coda from 471 earthquake locations during 1997‑2005, relative to 
GSN station RAYN (Ar Rayn, Saudi Arabia). The RF traces are migrated by a moving‑window algorithm discussed 
in Park and Levin [2016b] for a target depth of 40 km, the Moho depth of the model. Left panel: combinations of 
radial and transverse RF harmonics predicted by the first-order perturbations to Ps caused by 1-D anisotropic 
layering. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence of the radial RF; the transverse 
RF is phase‑shifted by 90° in ξ. The salient birefringence signal is a two‑sided pulse at zero delay time on the 
“sin(2ξ)” harmonic. Right panel: combinations of radial and transverse RF harmonics that are not predicted by 
1-D anisotropy to first order. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence of the radial 
RF; the transverse RF is phase‑shifted by –90° in ξ. The small pulses are summed from the second‑order effects 
of varying epicentral distances P‑wave incidence angles, and imperfect moveout corrections.
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The results for the special case of a horizontal‑axis shear‑only anisotropy are what one expects (Figure 4), a 
cluster of fast axis φ and splitting time 𝛿t estimates around 135° azimuth (exactly 90° from the slow‑axis strike 
θ = 45°) and 0.35‑sec splitting time. As seen in the inset graph for back‑azimuth ξ = 135°, the few outlier estimates 
are likely null‑splitting candidates.

4. Ps Splitting vs. Ps Amplitude Variation: Realistic Cases

Ps‑splitting estimates are robust to some deviations of crustal anisotropy from the simplest assumptions. P waves 
do not interact with the shear-anisotropy parameter E to first order [Park and Levin, 2016a], so that Ps birefringence 
is not disrupted much by anisotropic layering, if only shear‑anisotropy is present. For example, concentrating shear‑
anisotropy into a single crustal layer does not disrupt the measured Ps splitting when anisotropy has a horizontal 
symmetry axis; the path-average birefringence is unchanged and E has weak influence on P-to-S conversion 
amplitudes. If the symmetry axis is tilted, the birefringence pattern retains its four‑lobed radiation pattern in 
the Moho Ps phase but adds two‑lobed harmonics from modest P‑to‑S amplitude effects. Ps birefringence in a 
dipping‑axis model exhibits smaller splitting times 𝛿t for the same anisotropy strength, by roughly half. Consistent 
with Sileny and Plomerova [1996], the splitting parameters also have greater variance about their mean values, 
suggesting weaker constraints on the crustal fast polarization φ for data sets where the number of individual Ps 
splits is limited. Restriction of tilted‑axis anisotropy to a single 10‑km layer adds Ps amplitude variations from 
P-to-S conversions at intra-crustal interfaces. For example, the major RF signatures of Ps birefringence are readily 
seen in RF back-azimuth profiles for tilted-axis anisotropy concentrated in the 10-km lower crustal layer (Figure 5). 

Figure 4.  Ps birefringence estimates for synthetic seismograms in a 40‑km crust with uniform E = –0.03 (3% peak‑to‑
peak S anisotropy) with a slow horizontal symmetry axis. Birefringence was estimated from 72 radial/transverse 
receiver functions, evenly spaced in back azimuth ξ, each estimated from “events” whose RFs were summed in 
10° bin‑widths. Minima of the minimum‑transverse penalty function are plotted as grey diamonds; many RF 
pairs share common minima, so overplotting is common. The black diamond is the minimum of the summed 
penalty‑function surfaces, and should lie at the center of a cluster RF‑pair minima. (It does.) The splitting penalty 
surfaces for three different RF pairs are plotted as insets. For back azimuths ξ = 85°,285° the penalty‑function 
minima are clearly seen. For back azimuths ξ = 135° the penalty‑function minimum is indistinct, because the 
near‑alignment of these events with the apparent anisotropic fast axis suppresses the expression of birefringence.
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Outlier estimates of splitting parameters become much more common in this case (Figure 6), even for these noise‑
free synthetic seismograms.

Outside theoretical models, all anisotropic crustal lithologies possess compressional anisotropy in addition to 
shear, e.g., Ji et al. [2015]. The compressional anisotropy parameter B does not influence birefringence splitting 
times directly. However, if only B is nonzero or we scale the Backus parameters B and E together, the anisotropy 
has significant influence on P-to-S conversion amplitudes if the symmetry axis is horizontal (Figure 7), and larger 
influence for a tilted symmetry axis (Figure 8). For horizontal and tilted symmetry axes, Ps amplitudes scale with 
the horizontal and vertical slownesses, respectively, of the incoming P wave [Park and Levin, 2016a]. Practically 
speaking, this slowness dependence means that steeply‑incident body waves, such as deep‑mantle P and PKP 
phases, will scatter into four‑lobed Ps patterns with small amplitude, and scatter into 2‑lobed patterns with large 
amplitude. For body‑waves whose incidence is shallow, whether for body waves that bottom in the upper mantle 
or that approach a dipping interface from its downdip side, the amplitudes of the 4‑lobed and 2‑lobed Ps scattered 

Figure 5.  Back‑azimuth receiver‑function sweeps for synthetic seismograms in a 40‑km crust with E = –0.12 (12% peak‑
to‑peak S anisotropy) with a slow 45°‑tilted symmetry axis in the lowermost 10 km of the crust. Synthetic 
seismograms for 471 earthquake locations were processed and plotted in a manner similar to Figure 2. Left 
panel: back‑azimuth sweep of radial RFs, summing records in overlapping ξ‑sectors of 10° width. The delay 
time of the Moho Ps conversion shifts with sinusoidal dependence on ξ. Low‑amplitude positive pulses at –2.5 s 
and –3.75 s, relative to the target depth at migrated delay time t = 0, are Ps converted waves from internal 
boundaries at 20‑ and 10‑km depths, respectively. The Ps conversion at –1.25 s, from the 30‑km interface, has 
sinusoidal amplitude, owing to P‑to‑SV amplitude variations induced by lower‑crust anisotropy. The negative 
pulse at +1.0 sec is a Psds reverberation in the topmost layer. Right panel: back‑azimuth sweep of transverse 
RFs. The birefringence of the Moho Ps phase is expressed with four‑lobed dependence on back azimuth ξ, with 
pulse shape that approximates the derivative of the deconvolved Ps phase on the radial RFs. In addition, a pulse 
with sinusoidal amplitude can be found at –1.25 s relative to the Moho Ps pulse, and is associated with P‑to‑SH 
conversions induced by lower‑crust anisotropy.
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waves become more similar. Most P phases used in RF studies are steeply incident, and so will scatter more strongly 
with tilted‑axis anisotropy.

If the shear and compressional anisotropies are uniform within the crust, estimates of Ps splitting from the 
RFs can remain unbiased estimators of the average fast‑polarization φ. However, if the anisotropy is concentrated 
in a single crustal layer, the P‑to‑S converted waves from the top and bottom of this layer can appear to a 
birefringence estimator as the fast and slow polarizations, with a splitting time 𝛿t that scales with the thickness 
of the layer (Figure 9). The fast‑polarizations φ estimated from these RFs, however, do not cluster around a mean 
value, and instead return values that drift with back azimuth ξ (Figure 9). Estimates of shear birefringence through 
two mis‑aligned anisotropic layers also display fast polarizations φ that drift with back azimuth ξ [Silver and Savage, 
1994; Levin et al., 1999]. Therefore, an incorrect interpretation of the anisotropy seems likely if only Ps‑splitting 
observations are used.

Figure 6.  Ps birefringence estimates for synthetic seismograms in a 40‑km crust with E = –0.12 (12% peak‑to‑peak S 
anisotropy) with a slow 45°‑tilted symmetry axis in the lowermost 10 km of the crust. Synthetic seismograms for 
471 earthquake locations were processed and plotted in a manner similar to Figure 4. Minima of the minimum‑
transverse penalty function are plotted as grey diamonds. The black diamond is the minimum of the summed 
penalty‑function surfaces, and should lie at the center of a cluster RF‑pair minima. The splitting penalty surfaces 
for three different RF pairs are plotted as insets. For all selected back azimuths ξ the penalty‑function minima are 
weakly expressed relative to the anisotropic geometry analyzed in Figure 4, so that the birefringence estimates 
scatter around average values that match model predictions.
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Figure 7.  Back‑azimuth receiver‑function sweeps for synthetic seismograms in a 40‑km crust with B = E = –0.12 (12% peak‑
to‑peak P and S anisotropies) with a slow horizontal symmetry axis in the middle crust. Synthetic seismograms 
for 471 earthquake locations were processed and plotted in a manner similar to Figure 2. Left panel: back‑
azimuth sweep of radial RFs, summing records in overlapping ξ‑sectors of 10° width. The delay time of the Moho 
Ps conversion shifts with sinusoidal dependence on ξ. Medium‑amplitude pulses at –2.5 s and –1.25 s, relative 
to the target depth at migrated delay time t = 0, are Ps converted waves from internal boundaries at 20‑ and 
30‑km depths, respectively. These pulses vary sinusoidally in amplitude with back azimuth ξ, owing to P‑to‑SV 
amplitude variations induced by middle‑crust anisotropy. The negative pulse at +1.0 sec is a Psds reverberation 
in the topmost layer. Right panel: back‑azimuth sweep of transverse RFs. The birefringence of the Moho Ps phase 
is expressed with four‑lobed dependence on back azimuth ξ, with pulse shape that approximates the derivative 
of the deconvolved Ps phase on the radial RFs. This birefringence signal is preceded by medium‑amplitude, 
sinusoidally‑varying pulses at –2.5 s and –1.25 s, from P‑to‑SH converted waves from internal boundaries at 
20‑ and 30‑km depths, respectively.
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Figure 8.  Back‑azimuth receiver‑function sweeps for synthetic seismograms in a 40‑km crust with B = E = –0.12 (12% peak‑
to‑peak P and S anisotropies) with a slow 45°‑tilted symmetry axis in the middle crust. Synthetic seismograms for 
471 earthquake locations were processed and plotted in a manner similar to Figure 2. Left panel: back‑azimuth 
sweep of radial RFs, summing records in overlapping ξ‑sectors of 10° width. The delay time of the Moho Ps 
conversion shifts with sinusoidal dependence on ξ. High‑amplitude pulses at –2.5 s and –1.25 s, relative to the 
target depth at migrated delay time t = 0, are Ps converted waves from internal boundaries at 20‑ and 30‑km 
depths, respectively. These pulses vary sinusoidally in amplitude with back azimuth ξ, owing to P‑to‑SV amplitude 
variations induced by middle‑crust anisotropy. The negative pulse at +1.0 sec is a Psds reverberation in the 
topmost layer. Right panel: back‑azimuth sweep of transverse RFs. The birefringence of the Moho Ps phase is 
expressed with four‑lobed dependence on back azimuth ξ, with pulse shape that approximates the derivative of 
the deconvolved Ps phase on the radial RFs. This birefringence signal is preceded by high‑amplitude, sinusoidally‑
varying pulses at –2.5 s and –1.25 s, from P‑to‑SH converted waves from internal boundaries at 20‑ and 30‑km 
depths, respectively.
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5. The Effects of Backus Parameter C

The extension of our anisotropic models to the Backus parameter C leads to significant, but not dramatic, 
changes in receiver‑function amplitudes, consistent with modest deviations from ellipsoidal wavespeed variation 
as a function of the angle ζ from the symmetry axis [Brownlee et al., 2017]. Figure 10 compares harmonic‑expansion 
terms of the receiver functions computed for tilted‑axis anisotropy in the middle layer of the crust, comparing cases 
with C = 0 and nonzero C. Close inspection of the figure reveals features that would alter key interpretations of the 
harmonic-expansion terms. For example, the parameter C magnifies the amplitudes of the 2-lobed Ps scattering 
from the top and bottom of the anisotropic layer and contributes significant positive and negative pulses that are 
constant with back azimuth. If the effect of C were neglected, we would interpret the Backus parameters B and E 
to be larger than specified in the model. We would also infer two large jumps in isotropic wavespeeds, one positive 
and one negative, within the middle crust.

The Backus parameter C is defined by compressional wavespeed, but it also influences SH wavespeed, and S-wave 
propagation more generally. In Figure 10, nonzero C alters the 4‑lobed Ps amplitude variation of the Moho Ps phase. 
As seen in Figure 3, the derivative pulse that characterizes the sin 2ξ term at t = 0 sec, i.e., at the 40‑km target depth, 
includes and explains the fast and slow Ps waves and their birefringence. This characteristic RF pulse is prominent in 
Figure 10 for C = 0, but nearly absent for C = –0.04, the value consistent for mica‑rich rocks. In the same harmonic 
term for C = –0.04 a new derivative pulse appears at t = –1.3 sec, coincident with the Ps converted phase at 30‑km 
depth, the bottom interface of the anisotropic layer. This 30‑km Ps phase is not birefringent in the normal sense, 
because the isotropic portion of the Ps phase from this interface has low amplitude. In effect, the birefringence 
of the Moho Ps phase is greatly reduced by nonzero C, and some of the birefringence effect transfers to Ps from a 

Figure 9.  Ps birefringence estimates for synthetic seismograms in a 40‑km crust with B = E = –0.12 (12% peak‑to‑peak P 
and S anisotropies) with a slow 45°‑tilted symmetry axis in the middle of the crust. Synthetic seismograms for 
471 earthquake locations were processed and plotted in a manner similar to Figure 4. Minima of the minimum‑
transverse penalty function are plotted as grey diamonds. The black diamond is the minimum of the summed 
penalty‑function surfaces. The fast polarization φ and splitting times 𝛿t of the minima disperse widely with back 
azimuth ξ, and the aggregated penalty‑function lacks a useful minimum. The splitting penalty surfaces for three 
different RF pairs are plotted as insets. For back azimuth ξ = 55° the penalty‑function minimum is indistinct, 
but the penalty surfaces for ξ = 155° and 270° are deceptively localized, and far from the true values of model 
fast polarization φ and splitting time 𝛿t.
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shallower interface. We verified that this comparative effect is also seen for RFs estimated for crustal models with 
BE and BCE prescribed in the upper layer. The Ps‑splitting effect of the parameter C appears to be strongest for 
anisotropy with a tilted symmetry axis; anisotropy comparisons for models with a horizontal symmetry axis do not 
exhibit it, e.g., the left panel of Figure 10.

Figure 10.  Harmonic terms of back azimuth ξ fit by least-squares in the frequency domain to receiver-functions estimated 
from synthetic seismograms in a 40‑km crust with either B = E = –0.12 (12% peak‑to‑peak P and S anisotropies) 
with a slow 45°‑tilted symmetry axis, or a model with similar geometry and Backus parameters B = E = –0.12 and 
C = –0.04. Synthetic seismograms from 471 epicenters were processed and plotted in a manner similar to Figure 3. 
Left panel: for the B = E = –0.12 model, combinations of radial and transverse RF harmonics predicted by the first-
order perturbations to Ps caused by 1‑D anisotropy. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth 
dependence of the radial RF; the transverse RF is phase‑shifted by 90° in ξ. Note the high‑amplitude pulses at 
–2.5 s and –3.75 s on the “sin(ξ)” and “cos(ξ)” harmonic traces, caused largely by tilted‑axis P anisotropy. Right 
panel: for the B = E = –0.12, C = –0.04 model, combinations of radial and transverse RF harmonics predicted 
by the first-order perturbations to Ps caused by 1-D anisotropic layering. Plotting conventions identical to the 
left panel. The effects of the non‑elliptical wavespeed parameter C include substantial positive and negative 
pulses in the constant term, and a time shift of the 2‑sided birefringence pulse on the “sin(2ξ)” harmonic.
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Figure 11.  Parameter choices for Ps‑splitting simulations in anisotropic crustal models with a basal crustal layer. The 
anisotropic geometry possesses a symmetry axis that is either horizontal (ψ = 90°) or tilted ψ = 45° from the 
vertical. In all cases the symmetry axis strike is θ = 45° azimuth, measured clockwise from north. Anisotropies 
are prescribed only in the 5‑km basal layer, which has seismic velocities that are either substantially lower (solid 
line) or substantially higher (dotted line) than the lower crust. All anisotropies have slow‑axis geometry, 
appropriate for most crustal rocks, and B = E = –0.12 (12% peak‑to‑peak anisotropy in P and S wavespeeds). 
Azimuthal velocity variation for slow‑ and fast‑axis anisotropy is indicated by the cartoon inset, in which the 
green arrow aligns with the axis of symmetry.

6. The Ambiguity of a Thin Basal Crust Layer

Another geologic scenario to consider is a thin anisotropic basal layer in the crust with elasticity that deviates 
markedly from crustal properties, either as a low‑velocity channel from underplated schists, serpentinites or 
metasediments [Porter et al., 2011; Nikulin et al., 2009], or as a high‑velocity layer above the Moho that interpolates 
crust and mantle properties [Levin and Park, 1997; Olugboji and Park, 2016; Park and Rye, 2019]. We modify the 
previous models (Figure 1) to specify a 5‑km anisotropic basal layer with either low or high wavespeed and a 
horizontal or tilted symmetry axis. We specify B = E = –0.12. Some plausible rocks within a basal layer could have 
foliation with a fast‑axis, e.g., Bernard and Behr [2017]; this would change the polarity of some RF signals, but not the 
general behavior. Other layers in the models are isotropic (Figure 11). For these geometries, a seismometer records 
two Ps converted waves, from the top and bottom of the basal layer (Figure 12). For the sin 2ξ RF‑harmonic terms 
there is a “derivative pulse” near t = 0 whose shape resembles that of birefringence in Figure 3. Although some Ps 
birefringence occurs within the basal layer, this pulse is controlled largely by the basal layer thickness.

The question we ask is, will a birefringence estimator interpret the Ps phases from separate interfaces as fast 
and slow shear polarizations, with an apparent splitting time 𝛿t = H/(1/β – 1/α) that scales with the thickness H 
of the layer, and not with the real splitting time in the layer? Figure 13 shows that our answer is yes, in the cases 
we examine. For horizontal‑axis anisotropy in a high‑velocity basal layer, the splitting estimates from the RF 
back‑azimuth sweeps cluster within 15° of the correct fast‑axis azimuth (φ = 135°), but estimate the splitting 
time as the differential P‑S traveltime through the layer (0.55 s) rather than the true splitting time (𝛿t = 0.2 s). 
Birefringence estimates of the back‑azimuth RF sweep for the tilted‑axis models also return apparent splitting times 
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𝛿t ~ 0.55‑0.65 s, but with no agreement on the fast polarization φ. This 𝛿t is consistent with the differential travel 
time between P and S waves through the basal layer. It does not match the predicted splitting time 𝛿t of roughly 0.2 s. 
Despite the overall disagreement on fast polarization φ in the birefringence estimates, each estimate is based on a 
persuasive minimum in the pseudo‑transverse‑RF amplitude (Figure 14). Estimates of crustal‑average anisotropy 
from a single or a few Ps‑splitting estimates would be unreliable in this scenario.

Figure 12.  Harmonic terms of back azimuth ξ fit by least-squares in the frequency domain to receiver-functions estimated 
from synthetic seismograms in a crustal model with B = E = –0.12 (12% peak‑to‑peak P and S anisotropies) 
with either a slow horizontal symmetry axis high‑velocity basal crustal layer (left panel), or a slow 45°‑tilted 
symmetry axis low‑velocity basal layer (right panel). Synthetic seismograms from 471 epicenters were processed 
and plotted in a manner similar to Figure 3. Both panels display combinations of radial and transverse RF 
harmonics predicted by the first-order perturbations to Ps caused by 1-D anisotropy. The labels “cos(ξ)”, “sin(ξ)”, 
etc., refer to the back‑azimuth dependence of the radial RF; the transverse RF is phase‑shifted by 90° in ξ. For 
both panels, the two‑sided pulse on the “sin(2ξ)” harmonic is not caused by birefringence of the Moho Ps phase, 
but rather by the P‑to‑SV and P‑to‑SH converted phases at the top and bottom of the basal layer.
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Figure 13.  Ps birefringence estimates for synthetic seismograms in a 40‑km crust with B = E = –0.12 (12% peak‑to‑peak 
P and S anisotropies) with a slow horizontal symmetry axis in a 5‑km thick high‑velocity basal layer. Synthetic 
seismograms for 471 earthquake locations were processed and plotted in a manner similar to Figure 4. Minima 
of the minimum‑transverse penalty function are plotted as grey diamonds. The black diamond is the minimum 
of the summed penalty‑function surfaces. The splitting penalty surfaces for three different RF pairs are plotted 
as insets; all display distinct penalty‑function minima. Despite the appearance of a consistent result, similar 
to Figure 4, the splitting time is incorrect by a factor of roughly two. The true value of model fast polarization 
φ agrees with the black diamond, but the inferred splitting time 𝛿t corresponds to the time delay between Ps 
conversions at the top and bottom of the basal layer.

Figure 14.  Ps birefringence estimates for synthetic seismograms in a 40‑km crust with B = E = –0.12 (12% peak‑to‑peak 
P and S anisotropies) with a slow horizontal symmetry axis in a 5‑km thick high‑velocity basal layer. Synthetic 
seismograms for 471 earthquake locations were processed and plotted in a manner similar to Figure 4. Minima of 
the minimum‑transverse penalty function are plotted as grey diamonds. The splitting penalty surfaces for three 
different RF pairs are plotted as insets; all display distinct penalty‑function minima whose fast polarizations 
φ disagree. The apparent splitting time approximates the time delay between Ps conversions at the top and 
bottom of the basal layer.
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7. Ps Splitting at Selected Permanent Stations

We applied the modelling tools developed in this paper to data from selected long‑running stations in the Global 
Seismographic Network [Butler et al., 2004], stations ARU (Arti, Russia), LSA (Lhasa Tibet, China) and RAYN (Ar 
Rayn, Saudi Arabia), whose receiver functions have been studied previously [Levin and Park, 2000; Park and Levin, 
2016ab; Liu and Park, 2017]. Categorical conclusions about global datasets cannot be made from a handful of 
stations, but we find evidence in each location for some of the biases and complications of Ps splitting that we find 
in the synthetic experiments. We used shorter time windows to estimate Ps splitting relative to synthetic RFs, so 
penalty functions are graphed only for 0 𝛿t < 0.75. We also found that estimates of φ and 𝛿t diverged significantly 
between the minimum‑transverse and coherence penalty metrics, so we plotted both.

Figure 15.  Harmonic terms of back azimuth ξ fit by least-squares in the frequency domain to receiver-functions estimated 
from 471 earthquakes, with magnitude 6.0 or more, recorded during 1997‑2005 at GSN station RAYN (Ar Rayn, 
Saudi Arabia). The RF traces are migrated by a moving‑window algorithm discussed in Park and Levin [2016b] 
for a target depth of 40 km. Bootstrap uncertainties are indicated with green. Left panel: combinations of radial 
and transverse RF harmonics predicted by the first-order perturbations to Ps caused by 1-D anisotropic layering. 
The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence of the radial RF; the transverse RF is 
phase‑shifted by 90° in ξ. The inferred Moho Ps conversion sits near 0‑s delay time on the “constant” harmonic, 
and is accompanied by a substantial one‑sided pulse on the “cos(ξ)” harmonic. A smaller two‑sided pulse on 
the “sin(2ξ)” harmonic resembles the birefringence signal in Figure 2. Right panel: combinations of radial and 
transverse RF harmonics that are not predicted by 1-D anisotropy to first order. The labels “cos(ξ)”, “sin(ξ)”, etc., 
refer to the back‑azimuth dependence of the radial RF; the transverse RF is phase‑shifted by –90° in ξ. These 
RF combinations have small amplitudes, but are not negligible, when compared to harmonic combinations 
consistent with 1‑D anisotropy.
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The harmonic decomposition of the RAYN dataset analyzed by Park and Levin [2016a] is graphed in Figure 15 
with bootstrap uncertainties, which are modest. The other uncertainty indicators are the “unmodelled” RF harmonic 
combinations, which combine radial and transverse RFs in a combination that is not predicted by 1‑D wave 
propagation. Relative to the targeted 40‑km depth, the Moho Ps delay time lies close to t = –0.2 sec and exhibits 
a large two‑lobed amplitude variation. At t = 2.2 sec relative to the target depth, another two‑lobed feature is 
prominent but lacks a significant constant term. This suggests a sharp transition in anisotropy at ~ 70‑km depth, 
with negligible change in isotropic wavespeed. Levin and Park [2000] identified this feature with the lithospheric 
Hales discontinuity, a possible strain artifact of Precambrian continental assembly.

We analyzed splitting for the two Ps phases, produced by the Moho and by the nominal Hales discontinuity. 
Estimates of Ps‑splitting parameters for each Ps phase are inconclusive. Figure 16 displays results for the Moho 
Ps phase. For Ps conversions at both depths, there are sine‑wave signals with 4‑lobed back‑azimuth variation near 
both phases, which could be a key marker of Ps birefringence. However, the largest RF signals are dominated by 
two‑lobed ξ variation, a feature that disrupts Ps‑splitting estimates in our synthetics tests. For RAYN this behavior 
in synthetic RFs is also seen; no clustering of fast‑axis orientation φ and splitting time 𝛿t is found for either Ps 
phase analyzed. The minimum‑transverse penalty function [Silver and Chan, 1991] fails to isolate a penalty function 
minimum with 𝛿t < 0.7 s for RFs at most back azimuths. Absent or weak minima are also found when longer time 
windows, which allow longer splitting times, are used in the analysis. There are more penalty‑function minima with 
𝛿t < 0.7 s for RFs when we use the coherence metric [Bowman and Ando, 1987], but these minima do not cluster 
well around average values of 𝛿t and φ.

Figure 16.  Ps birefringence estimates estimated from 471 earthquakes recorded during 1997‑2005 at GSN station RAYN (Ar 
Rayn, Saudi Arabia). Seismograms were processed and plotted in a manner similar to Figure 4, but with 2‑second 
data windows centered on the inferred Moho Ps phase, with splitting times restricted to 𝛿t < 0.75 s. Minima of 
the minimum‑transverse penalty function are plotted as grey diamonds. Minima of the cross‑correlation penalty 
function are plotted as grey circles. The black diamond is the minimum of the summed minimum‑transverse 
penalty‑function surfaces. The black circle is the minimum of the summed cross‑correlation penalty‑function 
surfaces. The splitting penalty surfaces for three different RF pairs are plotted as insets; all display distinct 
penalty‑function minima whose fast polarizations φ disagree. The apparent splitting times for the minimum‑
transverse RFs typically sit at the maximum tested value (𝛿t = 0.7 s), but 𝛿t at the minimum for the summed 
penalties lies near the middle of the tested range (𝛿t = 0.4 s). The splitting times 𝛿t of the cross‑correlation 
penalty minima are not extreme, but inferred fast polarizations φ disperse widely.
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Figure 17.  Harmonic terms of back azimuth ξ fit by least-squares in the frequency domain to receiver-functions estimated 
from 739 earthquakes, with magnitude M = 6.0 or more, recorded during 2010‑2018 at GSN station ARU (Arti, 
Russia). The RF traces are migrated for a target depth of 40 km. Bootstrap uncertainties are indicated with green. 
Left panel: combinations of radial and transverse RF harmonics predicted by the first-order perturbations to 
Ps caused by 1‑D anisotropic layering. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence 
of the radial RF; the transverse RF is phase‑shifted by 90° in ξ. The inferred Moho Ps conversion sits near 0‑s 
delay time on the “constant” harmonic, and is accompanied by substantial one‑sided pulses on the “cos(ξ)” and 
“sin(2ξ)” harmonics. A smaller two‑sided pulse on the “cos(2ξ)” harmonic resembles the birefringence signal 
in Figure 2. Right panel: combinations of radial and transverse RF harmonics that are not predicted by 1‑D 
anisotropy to first order. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence of the radial 
RF; the transverse RF is phase‑shifted by –90° in ξ.

Similar behavior is evident at station ARU, where Levin and Park [1997] inferred a strongly anisotropic layer at 
the base of the crust, later confirmed by Park and Levin [2000] and Liu and Park [2017] with more data and better 
RF estimates. Figure 17 shows the harmonic decomposition of the receiver functions, showing clear evidence for 
two positive Ps converted waves that originate in the deep crust, each with strong two‑lobed amplitude variations 
consistent with tilted‑axis anisotropy. Similar to station RAYN, the birefringence estimates of the Ps converted phase 
for ARU show only a minority of cases with a reasonable minimum in the penalty function, and no clear preference 
for fast‑axis orientation within these cases (Figure 18).

Finally, we estimated RFs and Ps splitting for two target depths, 60 and 80 km, at station LSA to allow for some 
ambiguity for the true Moho within the thickened Tibet crust. Neither target depth offered a persuasive estimate of 
crustal‑average birefringence. Figure 19 shows the harmonic decomposition for LSA at 60‑km target depth. Figure 20 
shows estimates for Ps birefringence for the Ps converted phase near this target depth.



Ps Birefringence Bias from P Anisotropy

21

Figure 18.  Ps birefringence estimated from 739 earthquakes recorded during 2010‑2018 at GSN station ARU (Arti, 
Russia). Seismograms were processed and plotted in a manner similar to Figure 4, but with 2‑second data 
windows centered on the inferred Moho Ps phase, with splitting times restricted to 𝛿t < 0.75 s. Minima of the 
minimum‑transverse penalty function are plotted as grey diamonds. Minima of the cross‑correlation penalty 
function are plotted as grey circles. The black diamond is the minimum of the summed minimum‑transverse 
penalty‑function surfaces. The black circle is the minimum of the summed cross‑correlation penalty‑function 
surfaces. The splitting penalty surfaces for three different RF pairs are plotted as insets; all display distinct 
penalty‑function minima whose fast polarizations φ disagree. Many apparent splitting times for the RFs sit 
at the maximum tested value (𝛿t = 0.7 s), but splitting‑parameter estimates with longer time windows do not 
clarify the birefringence. Best splitting times 𝛿t at the minima for the summed penalty functions lies near zero 
for the cross‑correlation metric and near the maximum for the minimum‑transverse metric. The inferred fast 
polarizations φ disperse widely.
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Figure 19.  Harmonic terms of back azimuth ξ fit by least-squares in the frequency domain to receiver-functions estimated 
from 641 earthquakes, with magnitude M = 6.0 or more, recorded during 2014‑2021 at GSN station LSA (Lhasa 
Tibet, China). The RF traces are migrated for a target depth of 60 km. Bootstrap uncertainties are indicated with 
green. Left panel: combinations of radial and transverse RF harmonics predicted by the first-order perturbations 
to Ps caused by 1‑D anisotropic layering. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence 
of the radial RF; the transverse RF is phase‑shifted by 90° in ξ. The inferred Moho Ps conversion sits near 0‑s 
delay time on the “constant” harmonic, and is accompanied by complex pulses on the “cos(2ξ)” and “sin(2ξ)” 
harmonics. Right panel: combinations of radial and transverse RF harmonics that are not predicted by 1‑D 
anisotropy to first order. The labels “cos(ξ)”, “sin(ξ)”, etc., refer to the back‑azimuth dependence of the radial 
RF; the transverse RF is phase‑shifted by –90° in ξ.
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8. Discussion

The complications induced by plausible anisotropic layering and the failure of three seismic stations to exhibit 
a clear Ps birefringence signal does not invalidate the Ps‑splitting technique, but should spark concerns. The use of 
Ps splitting as a tectonic probe, clearly, has limitations. Synthetic seismogram experiments find that birefringence 
estimates for the Moho Ps phase are reliable indicators of average‑crust shear anisotropy only for cases where 
compressional anisotropy does not influence P-to-S conversion in the lower crust. Compressional anisotropy, 
especially for a tilted symmetry axis, induces harmonic Ps amplitude variations that interfere with similar variations 
induced by birefringence. In experiments with splitting estimates made from receiver functions, Moho Ps splitting 
that is influenced by deep-crustal compressional anisotropy (nonzero Backus parameter B) is scrambled together 
with other wave‑propagation effects. For these cases wave‑propagation calculations predict that estimates of Ps 
splitting span a wide range of possible fast‑polarizations φ and that splitting times 𝛿t can be determined by the 
thickness of lower‑crust layers, not the average shear anisotropy. A researcher could easily mis‑interpret a handful 
of internally‑consistent Ps‑splitting measurements from a narrow, but well‑populated, back‑azimuth sector, or 
misread a signal by discarding all complex waveforms in favor of a small number of fortuitously simple waveforms. 
The key point is that the effects of tilted symmetry axes and P‑wave anisotropy are not random noise that will 
automatically disappear in a multi‑event average. These waveform effects cause systematic bias.

Figure 20.  Ps birefringence estimated from 641 earthquakes recorded during 2014‑2021 at GSN station LSA (Lhasa Tibet, 
China). Seismograms were processed and plotted in a manner similar to Figure 4, but with 2‑second data 
windows centered on the inferred Moho Ps phase, with splitting times restricted to 𝛿t < 0.75 s. Minima of the 
minimum‑transverse penalty function are plotted as grey diamonds. Minima of the cross‑correlation penalty 
function are plotted as grey circles. The black diamond is the minimum of the summed minimum‑transverse 
penalty‑function surfaces. The black circle is the minimum of the summed cross‑correlation penalty‑function 
surfaces. The splitting penalty surfaces for three different RF pairs are plotted as insets; all display distinct 
penalty‑function minima whose locations disagree. Many apparent splitting times for the RFs sit at the 
maximum tested value (𝛿t = 0.7 s), but splitting‑parameter estimates with longer time windows do not clarify 
the birefringence. Best splitting times 𝛿t at the minima for the summed penalty functions lies near zero for 
the cross‑correlation metric and near the maximum for the minimum‑transverse metric. The inferred fast 
polarizations φ disperse widely.
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Additional bias is predicted by our simulations with the oft‑neglected Backus parameter C. Brownlee et al. 
[2017] reports that this cos 4ξ wavespeed variation tends to modify slightly the elliptical back‑azimuthal wavespeed 
dependence of most crustal rocks. However the effects of C on P-to-S scattering amplitudes are larger, and we find 
cases where the 4‑lobed signature of Ps splitting is displaced from Moho‑Ps delay times to earlier times, which 
would confuse a birefringence estimate.

Early use of Ps‑splitting times to separate the crustal anisotropic signal from a larger mantle signal involved 
analysis of isolated‑event waveforms. Modern estimates are typically made from radial and transverse receiver 
functions estimated from large data sets, as with the RF analyses in this paper. The portions of these data sets 
suitable for birefringence estimates are often reported to be small fractions of otherwise adequate waveforms. 
Chen et al. [2013] isolated 647 splitting estimates from RFs from 7423 event‑station pairs, fewer than 10 estimates 
per station on average. Xu et al. [2018] averages all RFs from 50‑100 km station clusters within a dense network 
in Tibet, and plot RFs that show scarce internal structure within the thickened crust. Lack of anisotropic layering 
might benefit the estimates of Xu et al. [2018] but internal crustal structure is not discussed. On the other hand, 
Liu et al. [2015] and Xie et al. [2020] reported strong anisotropic layering within the crust from RFs estimated from 
single stations in the same sector of Tibet.

Some researchers have not estimated Ps birefringence directly. Kong et al. [2016] estimated crustal anisotropy 
in Tibet from radial‑only receiver functions with sinusoidal back‑azimuth variation in Ps delay times at 71 stations. 
They report discarding RFs with large coda signals, but do not report the proportion of seismic records that were 
discarded. Further investigation is needed to evaluate the robustness in a traveltime‑only estimator for crustal 
anisotropy, though anisotropic scenarios that are similar to those shown for synthetic RFs in Figures 7, 8, and 
12 would plausibly bias the estimator employed by Kong et al. [2016]. Note that the tight lowpass (fc = 0.8 Hz) 
employed by Kong et al. [2016] would meld together any Ps converted phases from interfaces less than 10 km 
from the Moho.

Finally, Nagaya et al. [2011] discount the effects of P‑wave anisotropy with synthetic seismograms. Their 
synthetic waveforms, however, do not show 2‑lobed Ps amplitude variation, despite their prescription of a 40° tilt 
in the lower-crust symmetry axis. Because both our own reflectivity synthetic seismograms [Levin and Park, 1997; 
Chen et al., 2021b], theoretical calculations from perturbation theory [Park and Levin, 2016a] and observational 
studies [Liu and Park, 2017; Xie et al., 2020] find abundant 2-lobed Ps amplitude variation, we are concerned about 
this Nagaya et al. [2011] interpretation. Rümpker et al. [2014] discuss the possible effects of anisotropic layering on 
Ps splitting, but do not discuss any biases associated with compressional anisotropy. Discounting P‑wave anisotropy 
in their synthetic‑seismogram Ps‑splitting estimates is easier, though, because Rümpker et al. [2014] only considers 
anisotropic models with a horizontal axis of symmetry.

9. Conclusions

 The birefringence of P‑to‑S converted waves from the Moho discontinuity is a reliable tool to constrain the 
anisotropy of Earth’s crust only under restricted circumstances. The usual model for splitting involves shear 
anisotropy with a horizontal axis of symmetry, so that the splitting time is interpreted as a vertical average of 
anisotropy between the scattering point and the free surface. In addition to shear‑wave birefringence, however, 
anisotropy has a substantial influence on the initial amplitude of the Ps converted wave, largely through the 
influence of compressional anisotropy, which is particularly efficient at altering Ps amplitudes if the symmetry axis 
is tilted. Compressional anisotropy is roughly comparable to shear anisotropy in most rocks [Ji et al., 2015], and 
deviations from a horizontal symmetry axis are common in Earth’s crust [Levin and Park, 1997; Liu et al., 2015; Park 
and Rye, 2019; Xie et al., 2020]. Both these effects will disrupt the splitting signal acquired during the propagation of 
Ps from its scattering depth to the seismometer. We recognize these problematic behaviors in Ps‑splitting analysis 
from three long‑running permanent seismic stations. The scope of our data analysis is too narrow to discount Ps 
splitting as a general rule, and mainly serves as proof of the concepts suggested by the synthetic modelling. However, 
we believe that Ps birefringence is a problematic seismic observable and requires careful validation in any region 
with a complex tectonic history where crustal deformation is extensive.

The extension of our anisotropic models to the higher-order anisotropic Backus parameter C leads to significant, 
but not dramatic, changes in receiver‑function amplitudes. These disruptions are greater than the modest deviations 
from ellipsoidal wavespeed variation predicted as a function of the angle ζ from the symmetry axis [Brownlee 
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et al., 2017]. For a dipping axis of symmetry, however, synthetic seismograms suggest that C induces significant 
perturbations to Ps amplitude that are constant with back azimuth ξ, with either positive or negative amplitudes. 
This behavior is much larger than constant‑ξ perturbations from the low‑order anisotropic Backus parameters B 
and E, and deserves attention as a possible trade‑off with a crustal low‑velocity layer.
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